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tion and typing rules for the form of existential types we need,

r,t:u; +u1D(r:u2

rD3t:U~+U1.m:Uz
(t @ Dom(r)).

There are two differences between existential types in XML and the language

considered by Mitchell and Plotkin [47]. The form given here is more general

in that we quantify over n-ary type constructors, rather than just types. It is

more restrictive in that we only provide predicative quantification in the

sense that the existential type 3 t:U; ~ U1. a belongs to the second, rather

than the first, universe. Expressions of existential type are formed and used

according to the following two rules.

rbM:3t:U; ~U1. cr r,t:U; ~Ul, x:r DN:p

rDabstypet:U~ - Ulwithx:cris Min N;p
(t $EFV( p))

For further discussion of existential types, the reader is referred to Mitchell

and Plotkin [47], Cardelli and Wegner [8], and MacQueen [28].

To account for recursively-defined type constructors, we introduce a fixed-

point operator

fhn:( (u; + u,) + (u; + u,)) + (u: + u,)

for each n >0. (For the special case n = O, the fixed-point operator has type

(Ul + Ul) - U1.) Intuitively, for any type functional 0: (U: - Ul) - (U: ~
UI ), the type function fix. O, when applied to an n-tuple of types (1-1,. . . . r. ),

yields a type isomorphic to (3(fixn (3)(1-1 . . . r,). Formally, the extension of

XML with recursive type functions over UI is completed by adding the

constants

for each n >0, together with equational axioms making them mutually

inverse to one another. Rather than define the solution of type construc-

tor equations only up to isomorphism, it would also be possible to take

fixn O(71,.. ., ~.) to be equal to 6( ~ixn 19)(~1, . . . . r.), but this would allow
more XML terms to be typable than would be accepted by the usual ML type

checking algorithm.

With this additional machinery in hand we may represent concrete data

types in XML as follows. The concrete data type declaration

datatype (tl,. ... tn)t = cl:~ll”.. lc~:~n ine

is rendered in XML as the elimination form
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associated with the existential type 3 t: U? ~ U1. u, where the expressions O,

m, d, and e’ are given below. The main idea behind this representation is

that a concrete data type declaration introduces a “new” recursively-defined

type constructor, together with operations corresponding to each of the value

constructors, and an operation corresponding to the case analysis form

associated with that type. The typing rules governing abstype ensure that the

type constructor t is distinct from both the given definition and from all other

type constructors in that scope. In view of the fact that abstype binds the

variable t in e’ it is always possible to arrange (by an application of

a-conversion) that t is distinct from all other type constructors. Thus the ML

notion of “t ype generativity” is reduced to the more familiar idea of renaming

of bound variables.

The expression H of type (U; ~ UI ) + (U: ~ UI ) is defined to be

/it:u: + LT1.A(tl:ul,. ... tn:i71(T1T1 + . . . +Tm).

Note that by the definition of 6 and the rules governing recursively-defined

type constructors, the type fix. 6( t~,....tn) is isomorphic (via In and Out) to

the type [ fix. ti/t]~l + . . . + [ fix. f)/t]~m.The type CT is defined to be the

product UI ~ . . . ~ cr., ~ Um+l, where for each 1 s i ~ m, the type V, is

ntl:u l.. .rrtn:ul. rl+t(tl, . . ..tn).

and the type u~ + ~ is

nt,:u l.. .rItm:ul.rIu: ul. t(tl,. ... tn) + (Ot(tl,. ... tn) +U) +U.

Intuitively, CT, is the type of the i th constructor, for 1< i s m, and am, ~ is

the type of the case construct for the data type. The expression d of type

[fix~O\t]a is the tuple (all,..., d~,, d ) h

expression d, is
m+l , w ere for each lsi~m, the

Atl; ul . . . At~:U1. AxL:[fix~9\t ]rI. In~O(tl, . . .,t~)(inj~x)

and the expression d~ + ~ is

Atl:U1. .. At~:UAu:UI UAx:fix~(?(tl,l,. ... t~). Af:/3(fix~ O)(tl,.. .,t~)

-U. f(outno(tl, . . ..tn )x) .

Here inj,m stands for the appropriate combination of inl’s and inr’s to inject

a value of the i th summand into an n -ary disjoint union type. Intuitively,

d, is the implementation of the ith constructor, for 1 s i < m., and dm . ~

provides the case construct for the data type. It is not hard to see for each

1 s i < m + 1, the expression d, is of type [ fix. o/t] m, so that the tuple d

has the required type [ fix. 8/t] w.

The expression e’ is obtained from e by replacing occurrences of a value

constructor c, with the corresponding projection n,m + lc, and by interpreting

the case analysis form

case rofcl(xl:~l) +ell... lc~(x~:~~) =e~
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as the application n~m++llcpl . . . pnpr~ where r has type t< PI, . . . . p.), the
entire expression has type p, and the function f is given by

k:o(fixno) (pi>. ... pn).

case xof’irzl(x1:7~) ~ e11i7m(y1:T~) ~ . . .

caseym_2:7~_2 Ofinl(xm_l: 7-~-1) -em.lliru-(xm: ~;) -em,

where for each 1 ~ i s m, the type ~~ is [ fix. o t/t ]Tl, and the type ~~ is the

“partial sum” type ~~+~ + . . . + ~~.

For example, the Core-XML expression

datatype t list = nillcons oft x t list in e

is represented by the XML expression

abstype list; UI ~ UI with ncc;~ is {list; UI ~ UI = fixl O, d: w) in e’

where

0= AL:UI e U1. At: Ul.triu + (t XL(t))

g = (rnl~ x O&n,q ‘case

Unll = ~t:U1. triu ~ list(t)

wcon~ = Ht:U1.(t X list(t)) + list(t)

wcask = Ht:U1.Hu: Ul.list(t) ~ (triu + (t X list(t)) - u) ~ u

e = (enll, econ~, ecc~e)

e~,l = At: U1. Ax:triu. Inl O(inl( x))

e~O~. = At: UI. AX: t X (fix113t).In1(3 (inr(x))

ecabe = At: U1. Au: Ul. Ax: fixl Ot. Af:(l + (t X (fixl Ot))) ~ .u.f(Outl Otx)

The expression e’ is obtained from e as described above, replacing occur-

rences of nil and cons by suitable projections of ncc, and replacing case

analyses on terms of type p list by suitable applications of the case analysis

function, Wl(mz ncc).

Abstract type declarations are accounted for in Core-XML by adding

expressions of the form:

abstype(tl, . . ..tn)t = c10f711 ””” lc~ of~n with xl: p~ = e~,...,xh:pk ‘eh inc.

Informally, the effect of an abstype declaration is to introduce a “private”

concrete data type for use in the definition of the “public” operations in the

with clause, but hiding this declaration from the “client” expression e, which

has access only to these public operations. More precisely, the scope of the

constructors cl, . . . . cm is limited to the definitions el, . . . . eh of x~, . . ..xh.

even though the scope of the type constructor t includes not only the e,’s but

also the body e, On the other hand, the scope of the variables x1, . . ., xk
naming the public operations is limited to e. (We omit, for simplicity, the

possibility of mutually recursive definitions of the public operations.)
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The representation of abstype expressions in XML is similar to the repre-

sentation of datatype expressions, except that the recursive type is kept

abstract by making the value constructors and case analysis forms available

only in the definitions of the operations of the abstract type. Thus an abstype

expression of the above form is represented by the expression

abstypet:U~ ~ UI with x:pis(fix~(@):U~ ~ Ul, p:p)ine

where p is the expression

of type p=pl X .“” pk, and where the expressions O, U1,..., Gm+~, and
d 17 ...7 d ~ + ~ are as above.

9.3 Generativity and Sharing

A distinctive feature of the ML module facility is the use of sharing con-

straints to ensure that incrementally constructed systems are built from

compatible components. The typical situation in which sharing specifications

are required arises when defining a functor that builds a structure out of two

argament structures, each of which are to have a third component in com-

mon. (MacQueen [28] gives an example in which a parser module is built

from a lexer module and a symbol table module, each of which make use of a

symbol module. In order for the parser to be well-defined, the lexer and the

symbol table must share the same symbol implementation. See MacQueen

[28] for more details.) Such a situation may be described schematically as

follows. We are to define a functor F taking as argument two structures, R of

signature SIG _ R and S of signature SIG_ S, which have a common compo-

nent T of signature SIG _T. The arguments to F may be packaged into a single

structure of signature SIG defined by

signature SIG =
sig

structure R, SIG_R
structure S: SIG_S

end

so that F may be introduced by a declaration of the form

functor F(X: SIG), SIG_F = . . .

where SIG _ F is the signature of the result of F. But this declaration is

inadequate since it fails to ensure that R and S are built from a common

substructure T. This is achieved by the use of a sharing constraint as follows:

signature SIG_share =

Slg

structure R: SIG_R
structure S: SIG_S
sharing R.T = S,T

functor F(X, SIG_share) SIG_F = . . .
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The signature SIG _share specifies that the component structures R and S

share the same substructure T so that their use in the body of F is guaran-

teed to be sensible. An application of F to a structure is well-formed only if

the type checker can determine that the required equational specification

holds.

A simple way to account for sharing specifications in XML would be to

employ the notion of an equality type introduced by Martin-Lof [31]. Infor-

mally, the equality type M = ~ N, for CTa UZ type, is inhabited iff M and N

are equal elements of type a, according to the rules of equality for XML. The

typing and equality rules for the equality type appear in Table XII. Signa-

tures with sharing constraints are represented using equality types as fol-

lows. The signature SIG_ share above is represented by the type

ER:cr~.H3:n~.p(R) =m, q(S)

where a~, as, and m~ represent the corresponding ML signatures, and where

p and q are suitable compositions of projections to select the component of R

and S, respectively, corresponding to their common component T.

Although this approach seems appealing at first glance, equality types fail

to account for ML sharing specifications in two important respects. First,

they are far more expressive than ML sharing specifications since they allow

the imposition of arbitrary equational constraints, in contrast to ML which

admits sharing constraints only between “paths,” which are represented in

XML as compositions of projection functions. This restriction to equations

between paths seems essential, as illustrated by the following example. It is

well known that recursion is definable in the untyped lambda calculus, via

the fixed-point operator Y, and that the untyped lambda calculus may be

interpreted in a typed lambda calculus satisfying an equation t = t + t

between types. (Further discussion of Y may be found in Barendregt [2], for

example, and the relationship between untyped lambda calculus and type (or

domain) equations in Bruce and Meyer [4] and Scott [57].) Given this, and the

fact that equality types allow us to type terms with respect to equational

hypotheses, it is easy to show that equality types give us terms without

normal form, For example, if r is a context containing the typing assump-

tions x: r =U, ~ ~ ~, for any UI type ~, then by the typing rules in Table XII,

we may conclude that r D T = T + T: U1. Therefore, using the type equality

rule from Table III, we may give any term with type ~ type r ~ ~, and vice

versa. This allows us to give any untyped lambda term type ~, including

untyped terms with no normal form. Discharging the typing assumption via

lambda abstraction, we can write a closed, well-typed functor with parameter

x:{ y: triu IT = T + T: Ul} and nonnormalizing body.
A second sense in which equality types are inappropriate is that they

express semantic equivalence of structures, rather than the much more

restricted notion of structure equivalence based on unique names described
in Section 6. The type-theoretic account of modules given above does not

attempt to account for ML notion of generativity, and hence cannot be readily

extended to give a faithful account of ML sharing specifications. We consider
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Table XII. Equality Type

I’DM=N:u

r D r-efi(M, N) : M =. N

rvP:M=. N

rDi!f=N:u

rvu=u’:u~ rbkf=~’:o rDN=N’:o

I’DM=DN=M’=0,N’:U2

a proper account of ML notion of generative structure equality to be an
important direction for future work.

10. CONCLUSION AND DIRECTIONS FOR FURTHER INVESTIGATION

We have given a precise description of the type system for much of ML, using

a function calculus called XML. Our analysis is based on the belief that ML is

profitably viewed as an explicitly-typed, predicative language with dependent

product and sum types. Explicit typing is central to giving a single account of

both the core expression language and the module system, and seems useful

for further study. In particular, in papers of Moggi [48] and Harper et al. [21],

which were written after the work described here was completed, XML is

used to study the separation between compile-time and run-time in Standard

ML. The distinction between UI and Uz in XML reflects the typing rules of

ML and leads to a number of significant technical simplifications in the study

of the language. Moreover, universe distinctions seem essential to the charac-

ter of ML, as discussed in Section 8.

Some important aspects of ML have been omitted. With regard to the core

language, we have omitted treatment of recursion, references and exceptions.

These language features raise important theoretical questions. We hope that

an explicitly-typed study of polymorphic references would clarify the relation-

ship between polymorphism and type inference, a continuing trouble spot in

the ML type checker. With regard to the modules system, we have omitted

treatment of the coercive aspects of signature matching, and of sharing

specifications in signatures. It seems likely that the coercions associated with

signature ascription may be accounted for in this framework by giving a

precise account of compile-time elaboration as a process of translation from

the ML concrete syntax into the abstract syntax of the XML calculus. Such a

formalization would provide an interesting alternative to the methods used in
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the definition of ML [40]. Sharing specifications, and the associated notion of

“structure generativity,” remain important topics for further research.

Another important direction is to develop an accurate, straightforward

presentation of ML operational semantics. As with other versions of lambda

calculus, equality in XML is given by an equational axiom system. This

equational system may also be formulated as a set of reduction rules, as

usual. However, for the extension of XML obtained by adding exceptions,

references and recursion, capturing the operational semantics of ML relies on

careful consideration of the order in which rewrite rules are applied. (For

example, if f) is a divergent expression, then ( A x.O)fl diverges in the current

call-by-value implementation, but ( A x.O)fl = O is provable using the usual

A-calculus style reasoning.) It would be interesting to explore a typed calculus

that is faithful to the operational semantics, following the pattern established

by Plotkin’s &-calculus [51] and Martin-Lof’s type theory [32]. Some useful

related ideas are developed in Moggi [49].
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