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ABSTRACT

We develop a continuous-time framework based on multiplicative weight updates to approximately solve continuous optimization problems. The framework allows for a simple and modular analysis for a variety of problems involving convex constraints and concave or submodular objective functions. The continuous-time framework avoids the cumbersome technical details that are typically necessary in actual algorithms. We also show that the continuous-time algorithms can be converted into implementable algorithms via a straightforward discretization process. Using our framework and additional ideas we obtain significantly faster algorithms compared to previously known algorithms to maximize the multilinear relaxation of a monotone or non-monotone submodular set function subject to linear packing constraints.

Categories and Subject Descriptors

G.1.6 [Optimization]: Constrained Optimization
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1. INTRODUCTION

The “multiplicative weight updates (MWU) method” has a wide variety of applications in computer science and can be considered a meta-algorithm. The excellent survey of Arora, Hazan and Kale [2] takes this point of view and describes several applications that follow from the basic method and its analysis. One of the key applications of the MWU method is to obtain fast near-optimal algorithms for a large class of continuous optimization problems such as fractional packing and covering and mixed packing/covering problems. Plotkin, Shmoys and Tardos [35], and Grigoriadis and Khachiyan [22] initiated this line of work and subsequently there has been a large amount of literature on this topic; see [38, 19, 20, 17, 39, 8, 17, 18, 27, 29, 1, 3, 26, 40].

Linear functions and constraints have been primarily the setting of interest, but recent applications have shown the usefulness of considering more general objectives as well, such as concave or submodular. Our aim in this paper is to develop a versatile framework that allows the inclusion of concave or submodular objectives under convex constraints. A concrete goal is to obtain faster algorithms for submodular objective functions. We define the relevant notions first. A set function \( f : 2^N \rightarrow \mathbb{R} \) over a finite ground set \( N \) is submodular if for all \( A, B \subseteq N \) it satisfies \( f(A) + f(B) \geq f(A \cup B) + f(A \cap B) \). It is monotone if \( f(A) \leq f(B) \) for all \( A \subseteq B \). In this paper we consider only non-negative submodular functions and use the term non-monotone to refer to a function that may not be monotone. There are many applications for constrained submodular function maximization. The meta-problem of interest here is \( \max_{S \subseteq \mathcal{E}} f(S) \) where \( \mathcal{S} \subseteq 2^N \) is a collection of feasible sets that model the constraints (typically \( \mathcal{S} \) is a down-closed family of sets\(^1\)). Most of the problems here are NP-Hard and the main focus has been on developing approximation algorithms. The multilinear extension \( F \) of \( f \) is a continuous function that extends \( f \) to the domain \([0, 1]^N\); for a point \( x \in [0, 1]^n \) where \( N \) is identified with \( \{1, 2, \ldots, n\} \), the function \( F \) is defined as \( F(x) = \sum_{S \in \mathcal{E}} f(S) \prod_{i \in S} x_i \prod_{i \not\in S} (1 - x_i) \). Equivalently, \( F(x) = E[f(R)] \) where \( R \) is a random set obtained by picking each element \( i \in N \) independently with probability \( x_i \). The multilinear relaxation for the discrete optimization problem \( \max_{S \subseteq \mathcal{E}} f(S) \) is the continuous optimization problem \( \max \{ F(x) : x \in \mathcal{P} \} \) where \( \mathcal{P} \) is a convex relaxation for the constraint set \( \mathcal{S} \) (that is, \( \mathcal{P} \) contains the convex hull of the characteristic vectors of the sets in \( \mathcal{S} \)). A solution to the multilinear relaxation has to be then suitably rounded. This paradigm has led to a number of new algorithmic results for constrained submodular function maximization [10, 37, 11, 33, 30, 13, 16]. The multilinear extension \( F \) is neither convex nor concave. In fact it is NP-Hard to solve the multilinear relaxation to within a \((1 - 1/e - \epsilon)\) factor for any fixed \( \epsilon > 0 \) even for the simple cardinality constraint polytope \( \{ x \in [0, 1]^n : \sum_i x_i \leq k \} \) and when \( f \) is an explicitly given monotone function \( f \). This follows from a reduction from

\(^1\)We say \( \mathcal{S} \) is down-closed if \( A \subseteq B, B \in \mathcal{S} \Rightarrow A \in \mathcal{S} \)
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the maximum $k$-coverage problem [10]. Nevertheless constant factor approximation algorithms are known via continuous versions of greedy [37, 11, 16] and local-search [33, 13]. In particular, there is a $(1 - 1/e)$-approximation for the monotone case [37, 11] and a $1/e$-approximation for the non-negative case [16] assuming that $P$ is a solvable polytope\(^2\). Although the methodology is powerful and has shown promise in some empirical work [21], one of the limitations is the slow running time of the algorithms. One of our motivations for considering MWU-based algorithms for the multilinear relaxation is the work of Azar and Gamzu [4]. They developed a MWU-based greedy algorithm for monotone submodular function maximization subject to linear packing constraints; we discuss more details of their work later in the paper.

An MWU algorithm can be viewed as a black-box Turing reduction of an optimization problem to a simpler problem which can be solved faster. For instance the problem we desire to solve could be the maximum $s$-$t$ flow problem and the simpler problem could be the $s$-$t$ shortest path problem. Typically the MWU approach reduces optimization with many constraints to optimization with one constraint. Since the reduction uses the algorithm for the simpler problem in a black-box fashion it is common to refer to it as an “oracle”. Clearly, several considerations influence this approach, the main ones being (i) the objective function (ii) the type of constraints, and (iii) the “oracle” that is available to the algorithm. A significant effort has been devoted to obtain running times that are “width independent” (independent of the numerical values of coefficients present in the constraints), either by width reduction techniques as suggested in [35], or via the idea of variable-sized (non-uniform) increments [19, 20].

1.1 Our Results

We introduce a continuous-time framework for optimization of concave and submodular functions based on MWU which is motivated by the desire to obtain a clean high-level analysis. We analyze algorithms in the framework using simple differential equations. The advantage is that we can initially sidestep the discretization issues involved in actual implementations. After the high-level analysis we are able to derive implementable algorithms by discretizing the continuous process. A key advantage is that the discretization process is systematic; we choose the (variable) step sizes to ensure that the the continuous process can be approximated by the discrete process. In particular, it allows us to cleanly integrate the issues involved in handling the constraints and the objective function.

In this version of the paper we focus on maximization problems subject to packing constraints. Our framework yields width-independent algorithms for maximizing linear, concave and submodular functions. The framework and several results also apply to minimizing convex objectives, covering constraints, and mixed packing and covering constraints; these will be discussed in detail in a future version of the paper. Several previous results including the work of Garg and Kömemann on variable-sized increments [19, 20] can be explained clearly in our framework.

After we present the generic framework, we focus on deriving fast algorithms for the problem of maximizing the multilinear extension $F$ of a submodular function $f$ defined over a ground set of $n$ elements subject to $m$ explicitly given linear packing constraints. We will assume that $f$ is available via a value oracle and our main metric for the efficiency of an algorithm will be the number of calls it makes to $f$ or to an oracle that returns the partial derivatives of $F$. The special properties of $F$ and the sampling issues in evaluating $F(x)$ make it non-trivial to adapt the MWU method to solve the multilinear relaxation.

We obtain the following results. Our first result applies to maximization of the multilinear extension of a monotone submodular function.\(^3\)

**Theorem 1.** Let $F$ be the multilinear extension of a monotone submodular function $f : 2^N \rightarrow \mathbb{R}_+$. Given $\epsilon \in (0,\frac{1}{2})$, $A \in \mathbb{R}^{m \times n}_+$, there is an algorithm that computes a solution $y$ to the problem $\max \{ F(x) : 0 \leq x \leq 1, Ax \leq 1 \}$ such that $F(y) \geq (1 - 1/e - \epsilon)OPT$ and:

- the algorithm makes $O(\frac{m^2}{\epsilon^2} \text{polylog}(m,n))$ value oracle calls to partial derivatives of $F$,
- and in addition makes $O(\frac{(m^2n^2\epsilon^2)}{\epsilon} \text{polylog}(m,n))$ arithmetic steps.

If $F$ is accessible through a value oracle to $f$, the algorithm can be implemented so that the number of calls to the value oracle for $f$ is $O(n^2/\epsilon^4)$.

Our second result applies to non-negative (possibly non-monotone) submodular functions. More precisely it holds for smooth submodular functions [37], i.e., twice-differentiable functions with the property that $\frac{\partial^2}{\partial x_i \partial x_j} F \leq 0$ for all $i, j \in [n]$ and $x \in [0,1]^n$. Smooth submodular functions arise naturally as multilinear extensions of submodular functions, but they can also arise in other ways (see [21] for a maximization problem involving a smooth submodular function which is not multilinear).

**Theorem 2.** Let $F$ be a non-negative smooth submodular function. Given $\epsilon \in (0,\frac{1}{2})$, $A \in \mathbb{R}^{m \times n}_+$, there is an algorithm that computes a solution $y$ to the problem $\max \{ F(x) : 0 \leq x \leq 1, Ax \leq 1 \}$, such that $F(y) \geq (1/\epsilon - \epsilon)OPT$ and:

- $O(mn(n^2/\epsilon^2))$ value oracle calls to the partial derivatives of $F$,
- and in addition makes $O(mn^2(\epsilon^2))$ arithmetic steps.

If $F$ is the multilinear extension of a non-negative submodular function $f$ the algorithm can be implemented such that the number of calls to the value oracle to $f$ is $O(mn^3/\epsilon^4)$.

We remark that the approximation ratios match the best known bounds while the running times are significantly improved. We briefly compare the run-times we obtain with those from prior work. The previous polynomial-time approximation algorithms for solving the multilinear relaxation based on continuous greedy [37, 11, 16] and local search [13] are polynomial-time but very slow. Moreover, the running times are not explicitly stated, partly due to the fact that the algorithms assume an oracle to optimize a linear function over the underlying polytope $P$. Faster variants of continuous greedy (with near-quadratic running times) have been developed in recent work by Badanidiyuru and Vondrak [6].

---

\(^2\)We say that $P \subseteq [0,1]^n$ is solvable if there is an efficient algorithm to optimize any linear function over $P$.

\(^3\)We say that $P \subseteq [0,1]^n$ is solvable if there is an efficient algorithm to optimize any linear function over $P$. 
but these are for specific polytopes such as the matroid polytope or the knapsack polytope (1 linear constraint). When the polytope $P$ is induced by $m$ linear packing constraints we could use a MWU based algorithm for linear optimization that provides a $(1 - \epsilon)$-approximation in $O(n + m)$ time [29]; even with this optimization the overall running time of the algorithms for the multilinear relaxation can be conservatively estimated to be $\Omega(n^2)$ both in terms of value oracle calls to $f$ and arithmetic operations. The algorithms we describe in this paper yield significant improvements and point towards practical feasibility of multilinear relaxation based algorithms.

Azar and Gamzu [4] gave an MWU-based greedy algorithm for the discrete setting $\max\{f(S) : Ax \leq b, x \in \{0,1\}^n\}$. The number of oracle class to $f$ in their algorithm can be $\Omega(n^2)$ and the number of arithmetic operations can be $\Omega(mn)$. Among other results they obtain a $(1 - 1/e - \epsilon)$-approximation for the monotone case when the width of the system is $\Omega(\log m/e^2)$; the width is defined as $\min_{i,j} \frac{1}{A_{ij}}$. Our algorithm for the monotone case is similar in spirit to theirs although we optimize the multilinear relaxation while they directly optimize $f$. We derive our algorithm organically from a general framework; to obtain good running-times while dealing with the multilinear extension $F$ we need to use several ideas, some borrowed from recent work [6]. Further, our framework extends naturally to non-monotone submodular functions, unlike the discrete greedy approach.

**Applications:** Several approximation algorithms for constrained submodular function maximization are based on solving the multilinear relaxation followed by rounding; for some problems this is the only known approach or gives better bounds than any other method. A general framework for rounding via contention resolution schemes [13]. A number of interesting constraints can be modeled by linear packing systems of the form $Ax \leq 1$ including several types of useful matroids such as uniform, partition and laminar matroids and their intersections. For many of these problems the bottleneck, in terms of the run-time of the algorithm, is solving the multilinear relaxation. The contention resolution schemes are typically based on randomized rounding followed by simple pruning rules. Thus, we obtain algorithms for a large number of problems that are faster by factors of $n^3$ or more. Since these specific applications are not the focus of this paper we do not go into details, however, we briefly discuss two concrete examples to illustrate the advantage of using the multilinear relaxation.

First, consider the problem $\max \{f(S) : Ax \leq b, x \in \{0,1\}^n\}$ where the matrix $A$ is $k$-column sparse (the maximum number of non-zero entries in each column is at most $k$). Such column-sparse problems capture several important problems; for instance matchings in general graphs are captured by 2-sparse matrices. The multilinear relaxation based approach yields an $\Omega(\frac{1}{W_{km}})$ approximation for both monotone and non-monotone submodular functions [7, 13] where $W$ is the width of system. The combinatorial approach of Azar and Gamzu [4], even though it is based on MWU, gives a weaker bound of $\Omega(\frac{1}{W_{km}^{1.75/3}})$ for only the monotone case. In contrast, since we solve the multilinear relaxation, we are able to match the previous bounds with a run-time that is essentially the same as the combinatorial greedy algorithm of [4].

Second, consider the problem of routing pairs in a capacitated path or tree (called UFP on the line/tree) to maximize a submodular function of the routed pairs [13]. The constraints can be modeled via simple linear packing constraints. There is a constant factor approximation for these problems via the multilinear relaxation. Even when the objective function is a linear function, the only way to obtain a constant factor approximation is via a linear programming relaxation.

**Multiple Submodular and Concave Objectives:** We can show that our continuous-time framework extends to handle multiple objective functions. A standard approach is to convert the objectives into constraints with lower bounds on each constraint. This is relatively easy to do for concave objectives, however, handling multiple submodular objectives is less straightforward. Multiple monotone submodular objectives were considered in [12] with an application to an a fair-allocation problem; an algorithm based on adapting the continuous greedy was described in the same paper. The continuous-time MWU algorithm and the details of discretization and the run-time analysis are deferred to a later version of the paper.

**Other Related Work:** Submodular functions are playing an increasingly important role in various applications, in particular machine learning. There are several efforts to obtain faster algorithms for both maximization and minimization. Here we focus on maximization. There is a spectrum of results ranging from the more theoretical settings [14, 4, 31, 6, 9] where the goal is obtain provable guarantees on the running time, as well as in applied settings with motivations coming from machine learning applications [21, 24, 5].

Continuous-time variants of the multiplicative weight update method have been considered in the past, e.g. in the context of packing/covering LPs [34], and regret minimization in online learning [36, 32]. Khandekar [27] and the survey of Arora et al. [2] apply the discrete-time experts framework for online optimization and the corresponding regret bounds in designing and analyzing fast algorithms. Our continuous-time analysis and discretization is similar in spirit to some of the ideas in [32]. Our framework and results are more explicit and in particular we address optimization problems involving submodular functions which are not considered in [32].

Fast algorithms for packing, covering and mixed packing and covering problems have also been designed via the logarithmic potential function [23, 15, 25]. It will be interesting to see whether a continuous-time framework can be developed for the logarithmic potential function.

Due to space limitations in this version of the paper, we omit some proofs and the implementation details of the algorithms that yield Theorems 1 and 2.

2. **MWU FOR OPTIMIZATION: A CONTINUOUS POINT OF VIEW**

In this section we present a continuous-time framework of multiplicative weight updates for optimization. This point
of view eliminates some of the issues which are important in the eventual implementation - namely discretization and running time. On the positive side, the continuous presentation is cleaner and highlights the main conceptual ideas in multiplicative weight updates, without cumbersome technical details. Our main purpose here is to use the continuous framework to show how different variants of multiplicative weight updates can be tied together and unified in a simple manner.

2.1 MWU template for optimization

We consider the following generic optimization problem.

\[
\begin{align*}
\max f(x) : \\
g_i(x) &\leq 1; \quad 1 \leq i \leq m; \\
x &\in P
\end{align*}
\]

where \(g_i : \mathbb{R}^n \to \mathbb{R}, 1 \leq i \leq m\) are convex functions and \(f : \mathbb{R}^n \to \mathbb{R}\) is a generic continuous function. \(P\) is a convex (polyhedral) constraint (like a box constraint) which is assumed to be “simple” — we know how to optimize over it quickly. We will assume that the feasible region is bounded and \(f\) is bounded in the feasible region and that an optimum solution exists. The MWU method effectively collapses the “complicated” constraints \(g_i(x) \leq 1\) into a single convex constraint that can be dealt with more efficiently. Let \(x^* = \arg \max \{f(y) : y \in P, g_i(y) \leq 1 \ \forall i\}\) denote an optimal solution and let \(\text{OPT} = f(x^*)\).

The continuous framework that we present below has the following template. It uses a parameter \(\eta > 0\) and involves two time-varying vectors: a weight vector \(w(t) \in \mathbb{R}^m\) and a domain point \(v(t) \in \mathbb{R}^n\), for \(t \in [0, 1]\). These two vectors are jointly related to each other. The vector \(v(t)\) is related to \(w(t)\) via a carefully designed optimization problem depending on \(f\). The important feature of this optimization problem is that \(v(t)\) is a solution satisfying \(v(t) \in P\) and a single convex constraint \(\sum_i w_i(t) g_i(v(t)) \leq \sum_i w_i(t)\). The weight vector \(w(t)\) is related to \(v(t)\) via a differential equation. We describe this system of equations below as an algorithm and can be interpreted as a limit of a process where the functions are evaluated at discrete points of \(t\) going from 0 to 1.

Algorithm 1 MWU template

1: procedure MWU\(f, g_1, \ldots, g_m, \eta):\)
2: \(w(0) = 1 > w(t) \in \mathbb{R}^m\) for all \(t\)
3: for \(t \in [0, 1]\) do
4: Solve an appropriate optimization problem and obtain \(v(t)\)
5: \(v(t) \in P\) and \(\sum_i w_i(t) g_i(v(t)) \leq \sum_i w_i(t)\)
6: for \(i \in [m]\) do
7: \(\frac{dw_i}{dt} = \eta w_i(t) g_i(v(t))\)
8: end for
9: end for
10: return \(x_{out} = \int_0^1 v(t) dt\)
11: end procedure

The key result of the continuous-time framework is that implies the near-feasibility of the output.

Theorem 3. The point \(x_{out}\) returned by Algorithm 1 satisfies \(x_{out} \in P\) and \(g_i(x_{out}) \leq 1 + \eta m / \gamma\) for \(1 \leq i \leq m\). In particular if \(\eta \geq \frac{1 + \eta m}{\gamma}\), \(g_i(x_{out}) \leq 1 + \epsilon\) for all \(i\).

Further, suppose there is a point \(x_0 \in P\) such that \(g_i(x_0) = 0\). Then the modified solution \(x_{out} = \theta x_{out} + (1 - \theta) x_0\), where \(\theta = 1/(1 + \ln m / \eta)\), is feasible.

Given any point \(x_0\) in the interior of the feasible set, we can assume in fact by a suitable transformation to the \(g_i\)‘s, e.g., \(g_i(x) = \frac{g_i(x) - g_i(x_0)}{1 - g_i(x_0)}\), that \(g_i(x_0) = 0\) while applying Algorithm 1.

Proof. First, observe that \(x_{out} = \int_0^1 v(t) dt\) is a convex combination of points in \(P\), and therefore also in \(P\). Secondly, we analyze the constraints \(g_i(x) \leq 1\). By the convexity of \(g_i\), we have:

\[g_i(x_{out}) = g_i \left( \int_0^1 v(t) dt \right) \leq \int_0^1 g_i(v(t)) dt.\]

By the update rule for \(w_i(t)\), we get

\[\int_0^1 g_i(v(t)) dt = \frac{1}{\eta} \int_0^1 \frac{1}{w_i(t)} dt = \frac{1}{\eta} \ln w_i(1) \quad (1)\]

since \(w_i(0) = 1\). We also have

\[\frac{d}{dt} \sum_i w_i(t) = \sum_i \frac{dw_i}{dt} = \eta \sum_i w_i(t) g_i(v(t)) \leq \eta \sum_i w_i(t),\]

by the constraints on \(v(t)\). Solving this differential inequality, we obtain

\[\sum_i w_i(t) \leq e^{\eta t} \sum_i w_i(0) = e^{\eta t} m.\]

Thus, for each fixed \(i\), \(w_i(1) \leq e^{\eta t} m\). By eq. (1), \(g_i(x_{out}) \leq \frac{1}{\eta} \ln w_i(1) \leq 1 + \frac{\ln m}{\eta}\).

Finally, consider \(x_{out} = \theta x_{out} + (1 - \theta) x_0\) where \(\theta = 1/(1 + \ln m / \eta)\) and \(x_0 \in P\), \(g_i(x_0) = 0\). By convexity, \(x_{out} \in P\), and we have \(g_i(x_{out}) \leq \theta g_i(x_{out}) + (1 - \theta) g_i(x_0) \leq 1\).

Remark 1. The analysis did not assume non-negativity of the \(g_i\)‘s. In particular, a covering constraint of the form \(h(x) \geq 1\) where \(h\) is a concave function can be modeled as \(g(x) \leq 1\) where \(g(x) = -h(x) + 2 \leq 1\) is a convex function. The continuous-time process, unlike the discrete time experts framework, does not have an error term that depends on range of the functions \(g_i\). Finally, the error terms can be made \((1 + \epsilon)\) by choosing \(\eta = \frac{\ln m}{\epsilon}\) which does not depend on \(n\) but only on the number of constraints \(m\).

Remark 2. Let \(\phi(t) = \sum_i w_i(t)\) be the potential function at time \(t\); note that \(\frac{1}{\eta} \ln \phi(t) \leq t\) by the proof above. Several algorithms/analyses work with this quantity as a proxy for “time”. We believe that fixing the time evolution to be the fixed interval of length 1 allows for a cleaner separation of the analysis of optimality and feasibility, and makes it easier to integrate the analysis of the continuous greedy algorithm (for submodular maximization) with multiplicative weight updates.

2.2 Concave and linear objective functions

We apply the framework to maximize a concave function \(f\). Suppose \(v(t)\) is an optimal solution to a concave maximization problem with a single constraint:

\[v(t) = \arg \max_{y \in P} \{ f(y) : \sum_i w_i(t) g_i(y) \leq \sum_i w_i(t) \} \quad (2)\]
We analyze the objective value $x_{\text{out}}$ returned by the algorithm as follows. By concavity of $f$:

$$f(x_{\text{out}}) = f\left(\int_0^1 v(t)\,dt\right) \geq \int_0^1 f(v(t))\,dt$$

At each time $t$, $x^*$ is a candidate solution for the optimization problem given by eq. (2). Therefore, $f(v(t)) \geq f(x^*)$ for all $t$ and we conclude that $f(x_{\text{out}}) \geq \text{OPT}$.

Now suppose further that $f$ is non-negative and consider the modified solution $x'_{\text{out}} = \theta x_{\text{out}} + (1 - \theta)x_0$ given by Theorem 3, with $\theta = \frac{1}{1+\epsilon}$, which we showed to be completely feasible. By concavity, $f(x'_{\text{out}}) \geq \theta f(x_{\text{out}}) + (1 - \theta)f(x_0) \geq \theta f(x_{\text{out}}) \geq \text{OPT}/(1 + \epsilon)$. We summarize these observations as follows:

**Theorem 4.** Let $f$ be a concave function. The point $x_{\text{out}}$ returned by Algorithm 1 where $v(t)$ obeys eq. (2) satisfies $f(x_{\text{out}})$ $\geq$ OPT, $x_{\text{out}} \in P$ and $g_i(x_{\text{out}}) \leq 1 + \epsilon$ for all $i$. Moreover, if $f$ is non-negative, then the modified solution $x'_{\text{out}}$ is completely feasible with $f(x'_{\text{out}}) \geq \text{OPT}/(1 + \epsilon)$.

**Linear objective with linear packing constraints:** An important special case is when $f(x) = e^T x$ is a linear function and all the constraints are linear, that is, the feasible region is defined as $Ax \leq 1$. The oracle required in this case is to solve max $e^T x$ subject to a single constraint of the form $a^T x \leq 1$. An optimum solution to this problem can be easily computed by finding the $i$ that maximizes the ratio $c_i/a_i$. Moreover, we observe that this optimum solution has a single non-zero coordinate. We note that number of variables can be much larger than $m$ as long as the oracle can compute the best coordinate in each iteration efficiently. For instance in the maximum throughput multicommodity flow problem the variables correspond to paths between source-sink pairs and the constraints correspond to edges; the Garg-Könemann algorithm corresponds to picking a shortest path among the source-sink pairs in each iteration.

### 2.3 Monotone submodular functions

Next, we show how the framework can be adapted to the case of a monotone submodular objective function. Let the objective function $F : \mathbb{R}^n \to \mathbb{R}_+$ be a monotone smooth submodular function; in particular, we require that $\frac{\partial F}{\partial x_i} \geq 0$ (via monotonicity) and $\frac{\partial^2 F}{\partial x_i \partial x_j} \leq 0$ for all $i, j \in [n]$ (via submodularity) over $[0, 1]^n$. We assume that $P \subseteq [0, 1]^n$.

For ease of notation, let $G_i = \{ y : \sum_{t=1}^n w_i(t)g_i(y) \leq \sum_{t=1}^n w_i(t) \}$. At time $t$ denote the set defined by combining all the constraints $g_i$ using the weight vector $w(t)$.

Let $x(t) \in \mathbb{R}^n$ for all $t \in [0, 1]$ such that $x(0) = 0$ and for $t \in [0, 1]$:

$$v(t) = \arg \max_{y \in P} \{ y \cdot \nabla F_{|x(t)} : y \in G_i \}$$

$$\frac{dx}{dt} = v(t)$$

Observe that is a linear optimization problem, with one additional convex constraint. In case the $g_i$’s are linear constraints, this is just a linear programming problem.

We state an abstract inequality that relies only on the continuous submodularity of $F$.

**Lemma 5.** Let $x(t) \in [0, 1]^n$, $v(t)$ and $z(t)$ be such that $F(x(t)) = v(t)$, $z(t) \geq 0$, and $z(t) \cdot \nabla F_{|x(t)} \leq v(t) \cdot \nabla F_{|x(t)}$. Then:

$$\frac{d}{dt} F(x(t)) \geq F(x(t) + z(t)) - F(x(t))$$

**Proof.** By submodularity, $F$ is concave along the non-negative direction $z(t)$, therefore:

$$F(x(t) + z(t)) - F(x(t)) \leq z(t) \cdot \nabla F_{|x(t)} \leq v(t) \cdot \nabla F_{|x(t)} = \frac{dx}{dt} \cdot \nabla F_{|x(t)} = \frac{d}{dt} F(x(t))$$

This concludes the proof. \(\square\)

**Theorem 6.** Let $F$ be monotone smooth submodular function with $F(0) = 0$. The point $x_{\text{out}}$ returned by Algorithm 1 with $\eta = \frac{\ln m}{m}$ and $F$ as the objective function where the subproblem is solved using eq. (3) satisfies $F(x_{\text{out}}) \geq (1 - \frac{1}{e} \epsilon)\text{OPT}$. $x_{\text{out}} \in P$ and $g_i(x_{\text{out}}) \leq 1 + \epsilon$ for all $i$. Further, suppose $F$ is non-negative, $0 \in P$ and $g_i(0) = 0$. Then the modified solution $x_{\text{out}}$ of Theorem 3 with $x_0 = 0$ obeys all the constraints and satisfies $F(x_{\text{out}}) \geq (1 - \frac{1}{e} \epsilon)\text{OPT}$.

**Proof.** The (near) feasibility of $x_{\text{out}}$ follows from Theorem 3.

Because $x(0) = 0$, we have $x(t) = \int_0^t v(\tau)\,d\tau$. Since $v(t) \in [0, 1]^n$, we have $x(t) \in [0, 1]^n$ for all $t \in [0, 1]$. We analyze the optimality of the returned value $x_{\text{out}} = x(1)$.

Define the non-negative vector $z(t) = (x(t) \vee x^*) - x(t)$, where $\vee$ denotes coordinate-wise maximum. Both $x^* \geq 0$ and $x(t) \geq 0$, so $z(t) \leq x^*$. Because $x(t) \in [0, 1]^n$, the gradient at $x(t)$ is non-negative (since $F$ is monotone), hence $z(t) \cdot \nabla F_{|x(t)} \leq x^* \cdot \nabla F_{|x(t)} \leq v(t) \cdot \nabla F_{|x(t)}$, since $x^*$ a candidate solution for the optimization problem given by eq. (3). Applying Lemma 5:

$$\frac{d}{dt} F(x(t)) \geq F(x(t) + z(t)) - F(x(t)) = F(x(t) \vee x^*) - F(x(t)) \geq \text{OPT} - F(x(t))$$

by monotonicity. This has the solution $F(x(t)) \geq (1 - \frac{1}{e} \epsilon)\text{OPT}$, proving the theorem with $t = 1$.

Suppose $F$ is non-negative. By Theorem 3, the modified solution $x'_{\text{out}}$ is completely feasible and by submodularity, $F(x'_{\text{out}}) \geq \frac{1}{1+\epsilon} F(x_{\text{out}}) \geq \frac{1}{1+\epsilon} (1 - \frac{1}{e} \epsilon)\text{OPT} \geq (1 - \frac{1}{e} \epsilon)\text{OPT}$. \(\square\)

### 2.4 Non-negative submodular functions

For non-negative (non-monotone) submodular functions, we need only a minor adjustment which is based on the $1/e$-approximation algorithm of Feldman, Naor and Schwartz [16]. Here too we will only require that $F$ is a smooth submodular function. The added ingredient here is that we increase the coordinates less aggressively than in the monotone case, because increasing coordinates too much can possibly hurt the solution. This is expressed by the following simple lemma (paraphrasing [16]).

**Lemma 7.** If $\theta \in (0, 1)$, $x \in [0, \theta]^N$ and $x^* \in [0, 1]^N$, then $F(x \vee x^*) \geq (1 - \theta) F(x^*)$.

\(\footnote{Note that since $F$ is not necessarily monotone, $F(x \vee x^*)$ could be less than $F(x^*)$. In [16] the lemma is shown when $x^*$ is an optimum integer solution, while we show it with respect to a fractional solution $x^*$.} \)
Proof. Let $y = (x \vee x^*) - x^*$ and consider the ray $r(\lambda) = x^* + \lambda y$, $\lambda \geq 0$. This ray lies in the non-negative orthant because $y \geq 0$. Consider the point $z = r(\lambda')$ where $\lambda' = \frac{1}{\delta}$; note that $\lambda' \geq 1$. Fix a coordinate $i$. If $x_i \leq x_i^*$ then $y_i = 0$ and $z_i = x_i^* \leq 1$. Otherwise, $z_i = x_i^* + \frac{1}{\delta} (x_i - x_i^*) \leq \frac{1}{\delta} x_i \leq 1$, by the assumption that $x_i \leq \theta$. Thus, $z \in [0,1]^n$, and by nonnegativity, $F(z) \geq 0$. We have $x \vee x^* = r(1) = (1 - \theta) r(0) + \theta r(\frac{1}{\delta}) = (1 - \theta) x^* + \theta z$, and so by concavity along the ray $r(\lambda)$ we obtain:

$$F(x \vee x^*) \geq (1 - \theta) F(x^*) + \theta F(z) \geq (1 - \theta) F(x^*).$$

This concludes the proof.

□

In other words, we can lower-bound the value of $x \vee x^*$ if the coordinates of $x$ are not too large. To limit the speed at which coordinates increase, we move along a direction $v(t)$ that is additionally constrained by $v(t) \leq 1 - x(t)$; this still allows us to find a direction of sufficient marginal gain.

We assume that $g_i : \mathbb{R}^n \to \mathbb{R}$ are non-decreasing convex functions and $P \subseteq [0,1]^m$ is a down-closed convex polyhedral constraint; i.e., the full constraint set is down-closed. Let $x(0) = 0$ and for $t \in [0,1]$:

$$v(t) = \arg \max_{y \in \mathcal{P}} \left\{ y \cdot \nabla F(x(t)) : y \leq 1 - x(t), y \in \mathcal{G}_t \right\}$$

$$\frac{dx}{dt} = v(t)$$

(4)

where $\mathcal{G}_t = \{ y : \sum_{i=1}^m w_i(t) g_i(y) \leq \sum_{i=1}^m w_i(t) \}$ is defined as before. The following lemma bounds each coordinate as a function of time.

Lemma 8. At time $t$, we have $x_i(t) \leq 1 - e^{-t}$. □

Proof. From the differential equation $\frac{dx}{dt} = v_i(t) \leq 1 - x_i$, we obtain $\frac{d}{dt}(e^t x_i(t)) = e^t x_i(t) + e^t \frac{dx}{dt} \leq e^t$. Using the initial condition $x_i(0) = 0$, we get $e^t x_i(t) \leq e^t - 1$ and hence $x_i(t) \leq 1 - e^{-t}$. □

We note that without the constraint $v(t) \leq 1 - x(t)$, we would obtain $x_i(t) \leq t$ which also leads to a constant factor, but a smaller one than $1/e$. The analysis of the objective value is just a bit more involved than in the monotone case.

Theorem 9. Let $F$ be a non-negative smooth submodular function with $F(0) = 0$. The point $x_{out}$ returned by Algorithm 1 with $\eta = \frac{\ln m}{a}$, $F$ as the objective function where the subproblem is solved using eq. (4) satisfies $F(x_{out}) \geq \frac{1}{2} OPT$. $x_{out} \in P$ and $g_i(x_{out}) \leq 1 + \epsilon$ for all $i$. Further, suppose $F$ is non-negative, $0 \in P$ and $g_i(0) = 0$. Then the modified solution $x_{out}$ of Theorem 3 with $x_0 = 0$ obeys all the constraints and satisfies $F(x_{out}) \geq \frac{1}{2} (1 - \epsilon) OPT$.

Proof. The direction vector $z(t) = x(t) \vee x^* - x(t)$ is feasible for the optimization problem given by eq. (4): $z(t) \leq 1 - x(t), z(t) \leq x^* \in P$ and also $g_i(z(t)) \leq g_i(x(t))$ by the monotonicity of $g_i$. Therefore, $z(t) \cdot \nabla F(x(t)) \leq v(t) \cdot \nabla F(x(t))$. Applying Lemma 5, we obtain: $\frac{d}{dt} F(x(t)) \geq F(x(t) + z(t)) - F(x(t)) = F(x(t) + x^*) - F(x(t)) \geq e^{-\epsilon OPT} - F(x(t))$. By Lemma 7 and Lemma 8. Rewriting, we have $\frac{d}{dt} (e^t F(x(t))) = e^t (F(x(t)) + \frac{d}{dt} F(x(t))) \geq \epsilon OPT$. We obtain $e^t F(x(t)) \geq t \cdot OPT$. At time $t = 1$, we obtain $F(x(1)) \geq \frac{1}{2} OPT$.

(5)

The (near) feasibility of $x_{out}$ follows from Theorem 3. The modified solution $x_{out}$ is feasible via Theorem 3. By submodularity, $F(x_{out}) \geq \frac{1}{2} OPT$. □

Output

3. WIDTH-INDEPENDENT DISCRETIZATION

We describe a modified version of the basic MWU template where we solve the subproblem only at certain discrete time steps. Namely, suppose we solve the subproblem at a certain time $t_o$. Now consider the differential equation $\frac{dw_i}{dt} = w_i(t) g_i(x(t))$, $t \geq t_o$, for each $i \in [m]$ using the initial value $w(t_o)$. This is just an approximation to the original differential equation since we have avoided computing $v(t)$ for $t > t_o$. On the other hand, we can solve for this analytically to get $w_i(t) = w_i(t_o) \exp((t - t_o) g_i(x(t)))$.

We show that there is a good interval $[t_o, t_o + \delta]$, for some step size $\delta$, such that the degradation in the quality of the solution is not severe compared to the continuous-time process. The important point is that the largest step size $\delta$ that can be taken at $t_o$ is a function of $v(t_o)$ and the $g_i$'s and is variable. Moreover, it will result in a width-independent algorithm. The width-independent analysis via the variable-sized steps is not novel. However we believe that the view point of discretizing a fixed time interval $[0,1]$ to closely follow the differential equation based analysis is novel in the context of MWU.

Remark 3. We will assume that $g_i(x)$ is non-negative on $P$ for $1 \leq i \leq m$, that is, we focus on packing problems. Covering constraints and mixed packing and covering constraints can also be handled in a similar fashion, however we need the idea of dropping covered constraints [28, 39]. We defer these details for a later version.

Algorithm 2 MWU template with discretization

1: procedure MWU-DISCRETE($f, g_1, \ldots, g_m, P, \eta, \epsilon$):
2:     $w(0) = 1$
3:     $x = 0$
4:     $t = 0$
5:     while $t < 1$ do
6:         Solve subproblem and obtain $v(t) \in P$
7:         $\delta = \min\{\frac{\ln m}{\eta}, \frac{\sum_{i=1}^m w_i(t) g_i(x(t))}{\max_{i \in [m]} g_i(x(t))} \cdot 1 - t\}$
8:         if $\delta$ is positive then $g_i(x(t)) \geq 0 \forall i$
9:     end if
10:    $x = x + \delta v(t)$
11:    for $i \in [m]$ do
12:        $w_i(t + \delta) = w_i(t) \exp(\eta \delta g_i(x(t)))$
13:    end for
14:    $t = t + \delta$
15: end while
16: return $x_{out} = x$
17: end procedure

Lemma 10. Let $\epsilon \in [0,1/2)$. Fix any iteration of the while loop, and let $t_o$ be the value of $t$ at the start of the iteration and $\delta$ be the step size for that iteration. Then, $\sum_{i=1}^m w_i(t_o + \delta) \leq \exp(\eta (1 + \epsilon)) \sum_{i=1}^m w_i(t_o)$.

Proof. Extend $w(t)$ to $t \in [t_o, t_o + \delta]$, via $w(t) = w_i(t_o) e^{(t-t_o) g_i(x(t_o))}$ for all $i$. Since $g_i(x(t_o)) \geq 0$, it follows that $\eta g_i(x(t)) \leq \epsilon$. Hence $w_i(t) \leq w_i(t_o) \exp((t - t_o)e/\delta)$. □

$$\sum_{i=1}^m w_i(t_o) \geq \sum_{i=1}^m w_i(t_o) g_i(x(t_o)) \leq \sum_{i=1}^m w_i(t_o) \exp((t - t_o)e/\delta) \leq \sum_{i=1}^m w_i(t_o) \exp((t - t_o)e/\delta)$$
because $v(t_\ast)$, obtained via the subproblem, satisfies the weighted combination of the constraints with $w(t_\ast)$. Integrating both sides in the interval $[t_\ast, t_\ast + \delta]$, and rearranging, we obtain
\[ \sum_{i=1}^{m} w_i(t_\ast + \delta) \leq \left( 1 + \frac{\eta \delta (e^\epsilon - 1)}{\epsilon} \right) \sum_{i=1}^{m} w_i(t_\ast) \leq \exp\left( \frac{\eta \delta (e^\epsilon - 1)}{\epsilon} \right) \sum_{i=1}^{m} w_i(t_\ast). \]
Using the approximation, $e^\epsilon \leq 1 + \epsilon + \epsilon^2$ for $\epsilon \in [0, 1/2)$, we obtain the desired bound. \( \square \)

Theorem 11. Let $\epsilon \in [0, 1/2]$. If $\eta = \ln m/\epsilon$ the point $x_{out}$ returned by Algorithm 2 satisfies $x_{out} \in P$ and $g_i(x_{out}) \leq 1 + 2\epsilon$ for all $i$. The number of iterations is $O\left( \frac{m \ln m}{\epsilon^2} \right)$.

Proof. We set up some notation. The number of iterations of the while loop is given by $T$. Let $\delta_j$ be the step size chosen in the $j$-th iteration for $j \in \{0, 1, \ldots, T - 1\}$. Let $t_j = \sum_{i=0}^{j-1} \delta_i$ denote the value of $t$ at the start of the $j$-th iteration. Thus $t_0 = 0$ and define $T = \sum_{j=0}^{T-1} \delta_j = 1$. We use $w_i(t_j)$ and $v(t_j)$ to refer to the values of the appropriate quantities at time $t_j$. For each $j$:
1. $\ln w_i(t_{j+1}) = \ln w_i(t_j) + \eta \delta_j g_i(v(t_j)) \geq \ln w_i(t_j) \forall i$;
2. $\ln \left( \sum_{i} w_i(t_{j+1}) \right) \leq \ln \left( \sum_{i} w_i(t_j) \right) + \eta \delta_j (1 + \epsilon), \text{ by Lemma } 10.$

The output $x_{out}$ equals $\sum_{j=0}^{T-1} \delta_j v(t_j).$ By convexity, $x_{out} \in P$. Fix $i \in [m]$. Applying the fact that $g_i$ is convex followed by the identity in 1) above, we have:
\[ g_i(x_{out}) = g_i \left( \sum_{j=0}^{T-1} \delta_j v(t_j) \right) \leq \sum_{j=0}^{T-1} \delta_j g_i(v(t_j)) \]
\[ = \frac{1}{\eta} \sum_{j=0}^{T-1} \ln w_i(t_{j+1}) - \ln w_i(t_j) = \ln w_i(1) - \eta. \]

To bound the right side above, we sum the inequality in 2) above over all $j$. Since $\sum_i w_i(0) = m$, we obtain:
\[ \ln \left( \sum_{i} w_i(1) \right) \leq \ln w_i(t_j) + \eta \ln m = m = \ln m + \ln m \leq m. \]

Thus, $g_i(x_{out}) \leq 1 + \epsilon + \ln m = 1 + 2\epsilon$, for the choice of $\eta$.

We now bound the number of iterations. Fix an iteration $j$. Note that if $\delta_j = 1 - t_j$, then the algorithm will terminate at the end of that iteration. Therefore, $\eta \delta_j \max_i g_i(v(t_j)) = \epsilon$ for all $j < T - 1$. If equality is achieved at $i \in [m]$, then by (i) above, $\ln w_i(t_{j+1}) = \ln w_i(t_j) + \epsilon$. Since the weights never decrease, aggregated over all $j < T - 1$, there is at least one $i \in [m]$ such that $\ln w_i(1) \geq (T - 1)\epsilon/m + \ln w_i(0) = (T - 1)\epsilon/m$. Therefore, by eq. (5) above:
\[ T \leq \frac{m}{\epsilon} (\eta(1 + \epsilon) + \ln m) + 1 = O\left( \frac{m \ln m}{\epsilon^2} \right), \]
for the choice of $\eta$. \( \square \)

Discretization to handle the objective function: We have seen a discretization step that ensures that the weight updates track the differential equation. This also results in a width-independent number of iterations. So far we have ignored the objective function. For linear objectives with pure linear packing constraints the step-size is not constrained by the objective function, and as we mentioned in Section 2.2, there is an optimum solution to the oracle with only one non-zero coordinate. For more complicated objective functions such as concave functions and submodular functions we may use an oracle based on gradient of $f$. In such cases the step size may be constrained to be smaller than what is necessary for the weight update in line 8 of Algorithm 2. For instance, to keep things simple, suppose the step size cannot be more than some fixed quantity $\alpha$ in order to preserve the objective to some desired accuracy. Then line 8 can be changed to $\delta = \min\{\alpha, \frac{1}{\|\nabla f(v(t_j))\|}, 1 - \ell\}$. Then one can prove that the number of iterations of the algorithm will be $O\left( \frac{m \ln m}{\alpha^2} \right)$. Of course, one could also choose variable step sizes depending on the objective function and one needs to do a corresponding analysis to bound the overall number of iterations.

3.1 Discretization for multilinear relaxation of monotone submodular functions

Here we consider the problem max $\{F(x) : x \geq 0, Ax \leq 1\}$ where $F : [0, 1]^N \rightarrow \mathbb{R}_+$ is the multilinear extension of a monotone submodular function $^6$, and $Ax \leq 1$ is a system of $m$ linear packing constraints ($A \geq 0$). We assume that these constraints include in particular the constraint $x \leq 1$, so that $x \in [0, 1]^N$ for any feasible solution. We also assume for now that $F$ and its first partial derivatives $\frac{\partial F}{\partial x_i}$ are accessible directly through a value oracle. (Which is the case in certain applications where $F$ has an explicit form.) Later, we discuss the issue of estimating $F(x)$ from values oracle for $f$ by random sampling.

For monotone submodular functions, the multilinear extension satisfies $\frac{\partial F}{\partial x_i} \geq 0$ and $\frac{\partial^2 F}{\partial x_i \partial x_j} \leq 0$ for all $i, j \in N$. Moreover, it is linear in each coordinate, i.e. $\frac{\partial^2 F}{\partial x_i \partial x_j} = 0$ for all $i \in N$. The general framework for applying multiplicative weight updates to this problem was given in Section 2.3. We use Algorithm 2 where the subproblem to be solved is implemented via an appropriate discretization of eq. (3). At time $t$ with step size $\delta$, we have
\[ v(t) = \arg \max_{y \in P} \{y \cdot \nabla F|t| : \sum_{i,j} w_i(t_i)A_{ij}y_j \leq \sum_i w_i(t)\} \]
\[ x(t + \delta) = x(t) + \delta v(t) \]

We note some simplifications due to the special case that we consider here: the polyhedron $P$ is the non-negative orthant and the constraint functions are linear. This implies that the rule for selecting an optimal direction in each iteration becomes much simpler here. Since we have only one linear constraint per iteration here, the optimal direction is simply $v(t) = \frac{\sum_i w_i(t)A_{ij}}{\sum_i w_i(t)A_{ij}}$, for the coordinate $j^*$ that maximizes the benefit/cost ratio $\frac{\sum_i w_i(t)A_{ij}}{\sum_i w_i(t)A_{ij}x_i}$. Following the general framework, the time step is chosen as $\delta = \min \{ \frac{1}{\sum_i w_i(t)A_{ij}x_i} \}$. (Here we run from time 0 to $1 - 2\epsilon$, to ensure feasibility of the final solution.) Therefore, if coordinate $x_{j^*}$ is chosen then it is incremented by $\Delta x_{j^*} = \delta x_{j^*} = \min \{ \frac{1}{\sum_i w_i(t)A_{ij}} \}$. Note

^6The continuous framework in Section 2.3 is applicable for any monotone smooth submodular function. However, one can algorithmically exploit the multilinearity of $F$ when it is the extension of a discrete set function $f$. 

that this quantity depends only on \( j^* \). From here, the corresponding time increment can be written as \( \delta = \Delta_j / v_j = \sum_i w_i(t) A_{ij} \Delta_j / \sum_i w_i(t) \). We obtain the following algorithm.

Algorithm 3 MWU for Monotone Submodular Functions with Linear Constraints

![Algorithm code]

We analyze the algorithm as follows. Note that the algorithm stops at time \( t = 1 - 2\epsilon \). This ensures that the output solution is feasible. This follows from the analysis in the proof of Theorem 11. Next, because \( F \) is submodular, \( \nu(t) \) is a basis vector, \( F(x(t+\delta)) - F(x(t)) = \delta \nu(t) \cdot \nabla F|_{x(t)} \). (Here, \( \delta \) denotes the appropriate time step, which is \( \delta = \frac{\sum_i w_i A_{ij} \Delta_j}{\sum_i w_i} \), whenever \( x^* \) is being incremented.) Similar to the proof of Theorem 6, the vector \( z(t) = (x(t) \lor x^*) - x(t) \) is a candidate solution to the optimization problem, so \( \nu(t) \cdot \nabla F|_{x(t)} \geq z(t) \cdot \nabla F|_{x(t)} \). By monotonicity and submodularity, \( z(t) \cdot \nabla F|_{x(t)} \geq F(x(t) + z(t)) - F(x(t)) \geq \text{OPT} - F(x(t)) \). Thus, \( z(t) \cdot \nabla F|_{x(t)} \geq \text{OPT} - F(x(t)) \). Therefore, \( F(x(t+\delta)) - F(x(t)) = \delta (\text{OPT} - F(x(t))) \). Rewriting we get \( \text{OPT} - F(x(t)+\delta) \leq (1-\delta)\text{OPT} - F(x(t)) \).

Using the notation in the proof of Theorem 11, if \( x_{\text{out}} \) is the solution and \( t_{\text{out}} \) is the time at termination of the algorithm, we obtain

\[
\text{OPT} - F(x_{\text{out}}) \leq (\text{OPT} - F(x(0))) \prod_j (1-\delta_j) \leq \text{OPT} - \epsilon t_{\text{out}}.
\]

We have \( t_{\text{out}} \geq 1-2\epsilon \) and hence \( F(x_{\text{out}}) \geq (1-\epsilon^{1+2\epsilon})\text{OPT} \geq (1 - 1/\epsilon - \epsilon)\text{OPT} \).

Implementation details that yield the claimed running time are deferred to a longer version of the paper.

### 3.2 Discretization for non-monotone submodular functions

Now let us turn to the case of non-monotone submodular functions. We only assume here that \( F \) arises as a multilinear extension from a non-negative submodular function. Again, we follow the continuous-time framework from Section 2.4. We recall that the subproblem to solve in the continuous framework is as follows:

\[
\nu(t) = \arg\max_{y \leq 1-x} \{ y \cdot \nabla F|_{x(t)} : \sum_{i,j} w_{i}(t) A_{ij} y_{j} \leq \sum_{i} w_{i}(t) \}
\]

(see Section 2.4). Here, the optimal direction \( \nu(t) \) is not necessarily a single coordinate, which makes the analysis somewhat more involved and the running time slower. The main added issue is that the objective function is no longer linear when moving along a general direction \( \nu(t) \), and hence we have another reason to be careful about the step size. (This was already an issue in the original implementation of the continuous greedy algorithm [37, 11].) To ensure that we get sufficient gains on the objective function, we force the time steps to be bounded by \( \min \{ \eta_n \sum_j A_{ij} \} \), where \( n = |N| \), instead of \( \min \{ \eta \sum_j A_{ij} \} \). We obtain the following algorithm.

Algorithm 4 MWU for Nonmonotone Submodular Functions with Linear Constraints

![Algorithm code]

**Lemma 12.** The total number of iterations is at most \((2+\epsilon)m\eta n/\epsilon\).

**Proof.** Suppose that the number of iterations is \( T > (2+\epsilon)m\eta n/\epsilon \). Clearly, there are at most \( n/\eta \epsilon \) \leq m\eta n/\epsilon \) steps where the step size is \( \delta = \frac{1}{m\eta} \). Therefore, there must be at least \((1+\epsilon)m\eta n/\epsilon \) steps where the step size is \( \delta = \frac{1}{\eta \sum_j A_{ij}} \). Some \( i \in [n] \), and by the pigeonhole principle there is a particular \( i \in [m] \) for which there are at least \((1+\epsilon)n\eta \) such steps. By the multiplicative weight update, \( w_i \) increases by a factor of \( e^{\epsilon/n} \) in such a step. Therefore, \( w_i \) would reach a value of \( e^{(1+\epsilon)n} \), which cannot happen by the proof of Theorem 11.

**Lemma 13.** For \( \eta = \frac{m_{\infty}}{\epsilon} \), at termination we have \( x \in P \) and \( \sum_j A_{ij} x_j \leq 1 + 2\epsilon \) for each \( j \in N \).

**Lemma 14.** At time \( t \), we have \( x_j \leq 1 - e^{-t(1+\epsilon)/\epsilon} \) for each \( j \in N \).
Proof. Note that at each step, we have \( v_j(t) \leq 1 - x_j(t) \), and we increment \( x_j(t) \) to \( x_j(t + \delta) = x_j(t) + \delta v_j(t) \). Therefore, \( 1 - x_j(t + \delta) = 1 - x_j(t) - \delta v_j(t) \geq 1 - x_j(t) - \delta (1 - x_j(t)) = (1 - \delta)(1 - x_j(t)) \). Using \( \delta \leq \epsilon/\eta \), we get \( 1 - \delta \geq e^{-(1+\epsilon)/\eta \delta} \), and \( 1 - x_j(t + \delta) \geq e^{-(1+\epsilon)/\eta \delta} (1 - x_j(t)) \). By induction, starting from \( x_j(0) = 0 \), we obtain \( 1 - x_j(t) \geq e^{-(1+\epsilon)/\eta t} \).

Next, we prove a lower bound on the gain that the algorithm makes in one step. Note that instead of considering the gradient at the current point \( x(t) \), the algorithm considers a slightly higher point \( x(t) + \Delta \). First, we show that the increment \( \Delta \) is chosen so that it upper-bounds any possible step that the algorithm could make at this point.

Lemma 15. Define \( \Delta \in \mathbb{R}^n \) as

\[
\Delta_j = \min \left\{ \min_i \frac{\epsilon}{\eta n A_{ij}}, \frac{\epsilon}{\eta n}, 1 - t \right\}.
\]

Then at any time \( t \), if the current solution is \( x(t) \), then after one step the solution is \( x(t + \Delta) \leq x(t) + \Delta \).

Proof. Given a direction vector \( v(t) \) found by the algorithm, the step size is chosen as

\[
\delta = \min \left\{ \min_i \frac{\epsilon}{\eta n} \sum_j A_{ij} v_j, \frac{\epsilon}{\eta n}, 1 - t \right\}.
\]

Therefore, the increment \( \delta v_j \) in coordinate \( x_j \) is upper-bounded by \( \frac{\epsilon}{\eta n} \) (since \( v_j \leq 1 \)) and also by

\[
\delta v_j \leq \min_i \frac{\epsilon v_j}{\eta n} \sum_j A_{ij} v_j \leq \min_i \frac{\epsilon}{\eta n A_{ij}}.
\]

This completes the proof. \( \square \)

Lemma 16. If the current solution is \( x(t) \), then there is a vector \( 0 \leq v \leq 1 - x(t) \) such that \( \sum_{i,j} w_i A_{ij} v_j \leq \sum_i w_i \) and

\[
v \cdot \nabla F \bigg|_{x(t) + \Delta} \geq \left( e^{-t} - \frac{2\epsilon}{\eta} \right) OPT - F(x(t) + \Delta).
\]

Proof. Consider the optimum \( y^* \), \( OPT = F(y^*) \). The direction vector

\[
v = ((x(t) + \Delta) \vee y^*) - (x(t) + \Delta)
\]

satisfies \( 0 \leq v \leq 1 - x(t) \) and \( \sum_{i,j} w_i A_{ij} v_j \leq \sum_i w_i \), by the feasibility of \( y^* \).

Next, by the concavity of \( F \) along non-negative directions, \( v \cdot \nabla F \bigg|_{x(t) + \Delta} \geq F(x(t) + \Delta + v) - F(x(t) + \Delta) = F((x(t) + \Delta) \vee y^*) - F(x(t) + \Delta) \).

Since we have \( x_j(t) \leq 1 - e^{-(1+\epsilon)/\eta t} \) by Lemma 14, we have \( x_j(t + \Delta) \leq 1 - e^{-(1+\epsilon)/\eta t} + \frac{\epsilon}{\eta n} \). Therefore, by Lemma 7, \( F((x(t) + \Delta) \vee y^*) \geq e^{-(1+\epsilon)/\eta t} OPT \). We estimate \( e^{-(1+\epsilon)/\eta t} \leq (1 - \epsilon t/\eta) e^{-t} \geq e^{-t} - \epsilon/\eta \) which finishes the proof. \( \square \)

We need one more bound, comparing the values of \( F(x') \) for \( x \leq x' \leq x + \Delta \). Since \( \Delta \) was chosen to be “small”, we prove that these values cannot differ by too much.

Lemma 17. For any pair of points such that \( 0 \leq x' - x \leq \Delta \), we have \( F(x') - F(x) \leq \frac{\delta}{\eta} OPT \).

Lemma 18. For each time step, define \( \phi : [t, t + \delta] \to \mathbb{R} \) as \( \phi(t + \lambda) = F(x(t) + \lambda v(t)) \) for \( \lambda \in [0, \delta] \). If \( \eta \geq 3 \), then for each \( \tau \in (t, t + \delta) \), we have

\[
\phi'(\tau) \geq (e^{-\tau} - \epsilon) OPT - \phi(\tau).
\]

Lemma 19. At time \( t = 1 \), we obtain

\[
F(x(1)) \geq \left( 1 - \epsilon \right) OPT.
\]

Corollary 20. For \( \eta = \ln m/\epsilon \), the algorithm runs in \( O(mn \log m/\epsilon^2) \) iterations and returns a solution of value \( F(x) \geq (1 - \epsilon) OPT \).

Implementation details that yield the claimed running time are deferred to a longer version of the paper.
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