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#### Abstract

An orientation of an undirected graph is a choice of direction for each of its edges. An orientation is called ideal with respect to a given set of pairs of vertices if it does not increase the shortest-path distances between the members of any of the pairs. A polynomial-time algorithm is given for constructing an ideal orientation with respect to two given pairs and any positive edge-lengths, or else recognizing that no such orientation exists. Moreover, we show that this problem is in the class NC. For a general number of pairs the problem is proven NP-complete even with unit edgelengths.


## 1. INTRODUCTION

This note is concerned with orientations of undirected graphs:
Definition 1.1. An orientation of an undirected graph $G$ is a directed graph $G^{\prime}$ obtained from $G$ by replacing each edge of $G$ with a single directed edge.

Robbins [16] suggested an application in the context of traffic control, where orientation means restriction of all roads to be one-way. More results on orientation of graphs can be found in [1], [2], [5], [6], [7], [8], [10], [11], [12], [13], [14], [15], and [19]. We confine attention to orientations that maintain reachability:

Definition 1.2. Given an undirected graph $G=(V, E)$ and $m$ pairs of vertices $\left(s_{i}, t_{i}\right)(i=1, \ldots, m)$, an orientation $G^{\prime}$ of $G$ is called feasible if for every $i(i=1, \ldots, m)$ there exists in $G^{\prime}$ a path from $s_{i}$ to $t_{i}$. The set of pairs ( $s_{i}, t_{i}$ ) is also said to be feasible in this case.

One may view the orientation problem as some kind of a multicommodity flow problem. However, there are substantial differences between this and the usual multicommodity flow problem. The main difference is that there are no capacity constraints in the context of orientation, while multicommodity flow becomes trivial in the absence of such constraints. Furthermore, in multicommodity flow in an undirected network the direction of flow in an edge plays no role (it is only the total flow in both directions that matters). In orientation all the flows in an edge must have the same direction.

## 2. FEASIBILITY OF ORIENTATIONS

In this section we discuss the problem of recognizing feasibility of a set of pairs of vertices:

Problem 2.1. Given is an undirected graph $G=(V, E)$ together with a set $S$ consisting of $m$ pairs of vertices $\left(s_{i}, t_{i}\right)(i=1, \ldots, m)$. Find a feasible orientation, i.e., an orientation $G^{\prime}$ of $G$ in which there is a path from $s_{i}$ to $t_{i}$ ( $i=1, \ldots, m$ ), or conclude that no such orientation exists.

We prove below that feasibility of any set $S$ of pairs of vertices can be recognized in polynomial time. We first discuss the case where $S$ consists of two pairs.

Proposition 2.2. Given a connected undirected graph $G=(V, E)$ and two pairs of vertices $\left(i, i^{\prime}\right),\left(j, j^{\prime}\right)$, a feasible orientation $G^{\prime}$ of $G$ exists if and only if the following condition holds: for every partition of the vertex set $V$ into two disjoint sets $V_{1}, V_{2}$, if $i, j^{\prime} \in V_{1}$ and $i^{\prime}, j \in V_{2}$, then there must exist at least two edges of $G$ connecting vertices of $V_{1}$ with ones in $V_{2}$.

Proof. The condition is obviously necessary. To prove sufficiency, suppose there exists no orientation of $G$ with paths as required. Consider any path $L$ connecting $i$ with $i^{\prime}$. Let $G_{L}$ denote a mixed graph (i.e., a graph with both directed and undirected edges) obtained from $G$ by orienting all the edges along $L$ in the direction from $i$ to $i^{\prime}$. By assumption, there is no path in $G_{L}$ from $j$ to $j^{\prime}$. Thus, there is a partition of $V$ into two disjoint sets $V_{1}, V_{2}$ such that $j^{\prime} \in V_{1}$ and $j \in V_{2}$, and there are no edges of $G_{L}$ leading from a vertex in $V_{2}$ to a vertex in $V_{1}$. However, since there is in $G$ some path connecting $j$ with $j^{\prime}$, there is at least one edge leading from a vertex in $V_{1}$ to a vertex in $V_{2}$. It follows that there exists precisely one such edge and, moreover, $i \in V_{1}$ and $i^{\prime} \in V_{2}$.

It follows from the proof of Proposition 2.2 that the following is true:

Corollary 2.3. Under the conditions of Proposition 2.2, if there exists a feasible orientation, then for every path $L$ connecting $i$ with $i^{\prime}$ there exists a feasible orientation $G^{\prime}$ which is consistent with the directions on $L$ (from $i$ to $i^{\prime}$ ).

Corollary 2.4. The existence of a feasible orientation with respect to two given pairs of vertices (including the construction in case one exists) can be decided within two runs of any path-finding algorithm.

Remark 2.5. A simple consequence of Corollary 2.3 is as follows. Suppose the edges of $G$ have lengths associated with them. It follows that if there is a feasible orientation, then there is a feasible one where the path from $i$ to $i^{\prime}$ is shortest with respect to the original graph $G$. By symmetry, there is also one where the path from $j$ to $j^{\prime}$ is shortest in $G$. This raises the question under what conditions there exists an orientation that allows both pairs to be connected with shortest paths. We call such an orientation ideal. Trivially, if $G$ has only two vertices $i=j^{\prime}$ and $j=i^{\prime}$ which are connected with two edges of distinct lengths, then there exists a feasible orientation but not an ideal one. We discuss below the problem of recognizing whether a graph has an ideal orientation.

In the rest of the present section we discuss the general feasibility problem with respect to any set $S$ of pairs of vertices. We first give some standard definitions and cite a basic theorem of Robbins [16]. A graph has edge connectivity of at least 2 if for every two vertices $i, j$, there exist at least two edge-disjoint paths between $i$ and $j$. It is well known that a graph has edge connectivity of at least 2 if and only if it remains connected after the removal of any edge. (This characterization is used in Robbins's paper). A
bridge is an edge whose removal makes the graph disconnected. Tarjan [21] (extending [20]) gives a linear-time algorithm for finding all the bridges of a graph. He calls a connected graph bridge-connected if it has no bridges or, equivalently, if it has edge-connectivity of at least 2. A directed graph is called strongly connected if for every two vertices $i, j$, there exist paths from $i$ to $j$ and from $j$ to $i$. An undirected graph is called orientable if it has a strongly connected orientation.

Theorem 2.6 (Robbins). A graph is orientable if and only if it is bridge-connected.

Proof. The proof we give here is different from Robbins's and is more constructive. The interesting part of Theorem 2.6 is the sufficiency. We describe a linear-time orientation algorithm for a bridge-connected graph $G$. (A different proof, which also implies that a bridge-connected graph can be oriented in linear time, can be found in [15].) Starting from any vertex, conduct a depth-first search until some cycle is generated. Now, orient the edges of the cycle and contract the latter into a single vertex. Continue the search on the resulting graph, recursively. The algorithm terminates when the remaining graph consists of a single vertex.

A bridge-connected component of a graph $G$ is a maximal (with respect to inclusion) bridge-connected subgraph of $G$. Given the bridges of a graph, the bridge-connected components can be found in linear time. The bridge-connected components of a graph induce a partition on the set of vertices. The bridges of the graph do not belong to any of the bridge-connected components, and every nonbridge is contained in some bridge-connected component.

Consider a pair ( $i, i^{\prime}$ ) of vertices which belong to distinct bridge-connected components of a connected graph $G^{\prime}$. Consider any path $L$ from $i$ to $i^{\prime}$. Clearly, every bridge $e$ on $L$ must also be on every other path between $i$ and $i^{\prime}$. Thus, if $G^{\prime}$ is an orientation of $G$ in which $i^{\prime}$ is reachable from $i$, then necessarily all these bridges must be oriented in the direction from $i$ to $i^{\prime}$. On the other hand, by Theorem 2.6, every bridge-connected component has a strongly connected orientation. This suggests the following algorithm for Problem 2.1:

## Algorithm 2.7.

Step 1. Find all the bridges of the graph.
Step 2. For every pair ( $s_{i}, t_{i}$ ), find a path from $s_{i}$ to $t_{i}$ and orient the bridges on the path accordingly; if a bridge is already oriented in the opposite direction, stop (there is no feasible orientation).

Step 3. Orient each bridge-connected component in a strongly connected way.

The validity of the algorithm follows from the preceding discussion. A straightforward implementation of step 2 takes $O(m|E|)$ time, while steps 1 and 3 take only $O(|E|)$ time. We will prove a better bound later, but at least for small values of $m$ it is useful to have the following theorem:

Theorem 2.8. The feasible-orientation problem on a connected graph $G=(V, E)$ with respect to $a$ set of $m$ pairs can be solved in $O(m|E|)$ time.

Remark 2.9. In a more efficient implementation of step 2 of Algorithm 2.7, one would first construct a tree whose vertices represent the bridge-connected components, and whose edges represent the bridges. Thus, step 2 amounts to finding a feasible orientation of a tree with respect to a given set of pairs of vertices. An obvious algorithm for the latter runs in $O(m n)$ time, which is already an improvement over the obvious algorithm that does not take advantage of the tree structure, running in $O(m|E|)$ time.

Proposition 2.10. The feasible-orientation problem on a tree with respect to $m$ pairs of vertices can be solved in $O(m \log n+n \min (m, \log n))$ time.

Proof. If $m \leqslant \log n$, the claim follows from a previous discussion. Suppose $m>\log n$. Let $c$ denote a centroid of the tree $T$, i.e., $c$ is a vertex with the property that each of the subtrees $T_{1}, \ldots, T_{p}$ rooted at $c$ has no more than $\lceil n / 2\rceil$ vertices. For each input pair $\left(s_{i}, t_{i}\right)$, if $s_{i} \in T_{j}, t_{i} \in T_{k}$, and $j \neq k$, then replace $\left(s_{i}, t_{i}\right)$ by the two pairs $\left(s_{i}, c\right)$ and $\left(c, t_{i}\right)$. This step takes $O(m)$ time. It separates the problem into $p$ independent problems on the subtrees $T_{j}$. However, the total number of pairs may be doubled. Thus, instead of continuing this procedure recursively, we do the following. Consider any subtree $T_{j}$ and the pairs of the forms $(u, c)$ and $(c, v)$ associated with it. If there exist at least one pair of the form $(u, c)$ and at least one pair of the form ( $c, v$ ) (where both $u$ and $v$ are vertices of $T_{j}$ ), then the problem is infeasible and we stop. If there are no such pairs at all, we do not do anything with $T_{j}$ at this stage. So, suppose there are only pairs of the form ( $u, c$ ). We first direct the tree $T_{j}$ towards $c$. This is a preprocessing step rather than the actual orientation, and it takes linear time in the size of $T_{j}$. The algorithm then labels a vertex $u$ as "done" if and only if the path from $u$ to $c$ has already been oriented. (Thus, all the vertices on the path from $u$ to $c$ are also labeled as "done.") A typical step goes as follows. The algorithm picks any
pair ( $u, c$ ) such that $u$ is not done yet. It follows the path from $u$ to $c$, orienting every edge accordingly and labeling every vertex as done, until it reaches an already done vertex. It then labels $u$ as done. Clearly, this step of processing all the subtrees $T_{j}$ takes $O(n)$ time. We now have to solve the problem independently over the $p$ partially oriented subtrees and the total number of pairs to consider is not greater than $m$. We continue recursively. It is easy to see that this process works in $O(\log n)$ phases, each of which takes $O(m+n)$ time, not counting the operation of replacing a pair by two pairs involving a centroid. It is easy to see that the total effort of these replacements is $O(m)$. It follows that in this case the running time is $O((m+n) \log n)$.

Corollary 2.11. The feasibility of $m$ pairs can be decided in $O(|E|+m \log n+n \min (m, \log n))$ time.

As a consequence of the validity of Algorithm 2.7 we have:

Corollary 2.12. Given a connected undirected graph $G=(V, E)$ and a set $S$ of $m$ pairs of vertices $\left(s_{i}, t_{i}\right)(i=1, \ldots, m)$, the set $S$ is feasible (see Definition 1.2) if and only if every set of two pairs from $S$ is feasible.

Proof. The condition is obviously necessary. Obviously, if every set of two pairs is feasible, then Algorithm 2.7 succeeds, since all the orientations of bridges succeed.

Finally, the following "greedy" algorithm also solves Problem 2.1:
Algorithm 2.13.
Step 0. Initialize $\Gamma=G ; i=1$.
Step 2. If there is in $\Gamma$ a path from $s_{i}$ to $t_{i}$ then (i) orient all the undirected edges of $\Gamma$ on this path in the direction from $s_{i}$ to $t_{i}$, (ii) for each portion of this path which lies within a bridge-connected component, say a path $L$ from $u$ to $v$, pick another path $L^{\prime}$ from $u$ to $v$ within that component so that $L$ and $L^{\prime}$ are edge-disjoint, and orient its undirected edges from $v$ to $u$, and (iii) name the resulting mixed graph $\Gamma$; else stop (there is no feasible orientation).

Step 3. If $i=m$, orient all the undirected edges of $\Gamma$ arbitrarily and terminate; else set $i=i+1$ and go to step 1 .

The validity of Algorithm 2.13 is based on the fact that by orienting along an arbitrary path between two members of any of the given pairs, the algorithm cannot lose feasibility. Certainly, no mistake can be made while
orienting bridges this way. While orienting along a path within a bridge-connected component, again, there can be made no mistakes, since every oriented portion is immediately complemented into an oriented cycle.

## 3. THE COMPLEXITY OF IDEAL ORIENTATIONS

The general problem of ideal orientation (see Remark 2.5) is as follows.
Problem 3.1. Given are an undirected graph $G=(V, E)$ with edgelengths (and assume there are no negative cycles), and with $m$ pairs of vertices $\left(s_{i}, t_{i}\right)(i=1, \ldots, m)$. Let $l_{i}(G)$ denote the length of the shortest path in $G$ between $s_{i}$ and $t_{i}(i=1, \ldots, m)$. Similarly, for any orientation $G^{\prime}$ of $G$, let $l_{i}\left(G^{\prime}\right)$ denote the length of the shortest path in $G^{\prime}$ between $s_{i}$ and $t_{i}$ ( $i=1, \ldots, m$ ). Find an ideal orientation, i.e., an orientation $G^{\prime}$ of $G$ such that $l_{i}\left(G^{\prime}\right)=l_{i}(G)(i=1, \ldots, m)$, or conclude that no such orientation exists.

Remark 3.2. In Problem 3.1, if the first member is the same in all the pairs, the problem is easy. If the common vertex is $s$, then an ideal orientation is obtained from any spanning tree which consists of shortest paths from $s$ to any vertex of the graph. A similar observation applies to the case where the second member is the same in all the pairs.

Proposition 3.3. The problem of recognizing whether a graph with unit edge lengths has an ideal orientation with respect to a given set of pairs of vertices is NP-complete.

Proof. We describe a reduction from 3-sat (see [9]). Consider a formula $\phi=C_{1} \wedge \cdots \wedge C_{m}$, where $C_{j}=x_{j} \vee y_{j} \vee z_{j}(j=1, \ldots, m)$ are the given clauses and $\left\{x_{j}, y_{j}, z_{j}\right\} \subset\left\{v_{1}, \bar{v}_{1}, \ldots, v_{n}, \bar{v}_{n}\right\}$. We construct a graph $G=$ $(V, E)$ as follows. To each clause $C_{j}$ assign a vertex also denoted by $C_{j}$. Similarly, to each member of the set $\left\{v_{1}, \bar{v}_{1}, \ldots, v_{n}, \bar{v}_{n}\right\}$ assign a vertex denoted by the same literal, and add $2 n+1$ more vertices $R, U_{1}, \ldots, U_{n}$, $V_{1}, \ldots, V_{n}$. Edges of the graph are as follows. All the $V_{i}$ 's are connected to $R$ by strings of $2 n$ edges in series. For each $i(i=1, \ldots, n)$ both $v_{i}$ and $\bar{v}_{i}$ are connected to both $U_{i}$ and $V_{i}$. Also, $v_{i}$ is connected to $\bar{v}_{i+1}(i=1, \ldots, n-1)$ by two parallel edges. For each $j(j=1, \ldots, m)$ the vertex $C_{j}$ is connected to the three vertices corresponding to the literals $x_{j}, y_{j}, z_{j}$ by strings of $2 n$ edges in series. Now, consider $m+2$ pairs of vertices $\left(s_{j}, t_{j}\right)$ as follows. First, let $s_{j}=C_{j}$ and $t_{j}=R(j=1, \ldots, m)$. Also, let $s_{m+1}=t_{m+2}=\bar{v}_{1}$ and $s_{m+2}=$ $t_{m+1}=v_{n}$. It is easy to verify that in $G$ there are paths of length $4 n+1$
between each $C_{j}$ and $R$. Also, there are paths of length $3 n-1$ between $\bar{v}_{1}$ and $v_{n}$. It is also easy to verify that $\phi$ is satisfiable if and only if there exists an orientation $G^{\prime}$ of $G$ where all these pairs are connected with paths which are shortest in $G$.

Corollary 3.4. The problem of finding an orientation which minimizes the sum of shortest-path distances between members of given pairs of vertices is NP-hard even when edges have unit length.

In view of Proposition 3.3, it is interesting to consider the problem of ideal orientations with respect to a fixed number of pairs of vertices. At the present we have a positive answer for the case of two pairs. It is interesting to note that an analog of Corollary 2.12 does not exist for ideal orientations; namely, we have the following:

Proposition 3.5. There exists an undirected graph $G$ and three pairs of vertices for which no ideal orientation of $G$ exists, such that for every two of the three pairs there exists an ideal orientation of $G$.

Proof. Consider an undirected graph on eight vertices $1, \ldots, 8$ with the edges $(i, i+1)(i=1, \ldots, 7),(1,8),(2,6)$, and $(4,8)$. Consider the following three ordered pairs of vertices: $(1,5),(3,7)$, and $(6,2)$. The shortest-path distances are 3 between 1 and 5,3 between 3 and 7 , and 1 between 6 and 2 . If the edge $(2,6)$ is oriented from 6 to 2 (which is necessary for preserving the distance of 1 from 6 to 2 ), then the pair $(1,5)$ needs the edge $(4,8)$ to be oriented from 8 to 4 , while the pair $(3,7)$ requires the opposite orientation. Thus, there is no orientation under which all the three pairs are content. It is easy to check that for any two of the pairs an ideal orientation exists.

## 4. IDEAL ORIENTATIONS FOR TWO PAIRS OF VERTICES

In this section we consider the problem of finding an ideal orientation of a graph $G=(V, E)$ with positive edge lengths with respect to two given pairs of vertices $\left(i, i^{\prime}\right),\left(j, j^{\prime}\right)$, or conclude that no such orientation exists. If an ideal orientation exists, we call the quadruple ( $i, i^{\prime} ; j, j^{\prime}$ ) content. We prove that this problem can be solved in polynomial time.

For any two vertices $u, v \in V$, denote by $L(u, v)$ the subgraph of $G$ consisting of all the vertices and directed edges of $G$ that lie on any shortest
path connecting $u$ and $v$. The following facts are obvious:
Fact 4.1. If $\left(i, i^{\prime} ; j, j^{\prime}\right)$ is content and $i \neq i^{\prime}$, then there exists an edge ( $x, i^{\prime}$ ) in $L\left(i, i^{\prime}\right)$ such that $\left(i, x ; j, j^{\prime}\right)$ is content.

Fact 4.2. Suppose $\left(x, i^{\prime}\right)$ is an edge in $L\left(i, i^{\prime}\right)$ such that $\left(i, x ; j, j^{\prime}\right)$ is content. Under these conditions, if the edge $\left(x, i^{\prime}\right)$ is not in $L\left(j, j^{\prime}\right)$, then ( $\left.i, i^{\prime} ; \boldsymbol{j}, \boldsymbol{j}^{\prime}\right)$ is content.

Notice that Facts 4.1 and 4.2 do not suffice for designing a good algorithm, since they do not provide a good recursive characterization of "content."

Fact 4.3. A quadruple ( $i, i^{\prime} ; i^{\prime}, i$ ) is content if and only if there exist two edge-disjoint shortest paths between $i$ and $i^{\prime}$.

The following lemma gives rise to a characterization of content:

Lemma 4.4. Suppose ( $i, i^{\prime} ; \boldsymbol{j}, j^{\prime}$ ) is a quadruple such that
(i) both $i$ and $i^{\prime}$ are vertices of $L\left(j, j^{\prime}\right)$,
(ii) both $j$ and $j^{\prime}$ are vertices of $L\left(i, i^{\prime}\right)$, and
(iii) $\left(i, i^{\prime}\right) \neq\left(j^{\prime}, j\right)$.

Under these conditions ( $\boldsymbol{i}, \boldsymbol{i}^{\prime} ; \boldsymbol{j}, \boldsymbol{j}^{\prime}$ ) is content.

Proof. For any two vertices $s$, $t$, denote by $d(s, t)$ the shortest-path distance between $s$ and $t$, and denote by $\pi(s, t)$ a shortest path from $s$ to $t$. Suppose ( $i, i^{\prime} ; j, j^{\prime}$ ) satisfies conditions (i)-(iii). Thus, there exists a shortest path $\pi\left(i, i^{\prime}\right)$ which visits $j$. Also, there exists a shortest path $\pi\left(j, j^{\prime}\right)$ which visits $i^{\prime}$. Without loss of generality, assume these two paths contain the same shortest path $\pi\left(j, i^{\prime}\right)$. By the same argument it follows that there exist shortest paths $\pi(i, j), \pi\left(j, i^{\prime}\right), \pi\left(i^{\prime}, j^{\prime}\right)$, and $\pi\left(j^{\prime}, i\right)$ such that the union of any two of these paths with a common endpoint is a shortest path [for example, the union of $\pi\left(j, i^{\prime}\right)$ and $\pi\left(i^{\prime}, j^{\prime}\right)$ is a shortest path between $j$ and $j$ ']. It follows that the union of any two of the above paths which have a common endpoint is simple (that is, contains no cycles). The concatenation of these four paths is of course a cycle. We claim that it is a simple cycle. In view of the symmetry, it suffices to prove that $\pi(i, j)$ and $\pi\left(j^{\prime}, i^{\prime}\right)$ are vertex-disjoint. Suppose, to the contrary, that these two paths have a common vertex $k$. Since $k$ lies on a shortest path from $i$ to $j$ and $j$ lies on a shortest path from $i$ to $i^{\prime}$, it follows that $j$ lies on a shortest path from $k$ to $i^{\prime}$, so

$$
d(k, j)+d\left(j, i^{\prime}\right)=d\left(k, i^{\prime}\right)
$$

Analogously,

$$
d\left(j, i^{\prime}\right)+d\left(i^{\prime}, k\right)=d(j, k)
$$

It follows that $d\left(j, i^{\prime}\right)=0$, so $i^{\prime}=j$. By symmetry, also $j^{\prime}=i$. Thus, $\left(i, i^{\prime}\right)=$ ( $j^{\prime}, j$ ), contradicting assumption (iii). We have established the existence of a simple cycle on which the vertices $i, j, i^{\prime}, j^{\prime}$ occur in this order. Now, direct all the edges along the cycle according to their directions in the above four paths. Clearly, the distances from $i$ to $i^{\prime}$, and from $j$ to $j^{\prime}$, subject to this orientation, equal the shortest-path distances. This partial orientation can obviously be extended into an ideal orientation.

Note that if $\left(i, i^{\prime}\right)=\left(j^{\prime}, j\right)$ the problem is easy and one has just to check that the graph has two $i-i^{\prime}$ edge-disjoint paths.

We now have

Theorem 4.5. If $\left(i, i^{\prime} ; \boldsymbol{j}, \boldsymbol{j}^{\prime}\right)$ is a quadruple such that $\left(i, i^{\prime}\right) \neq\left(j^{\prime}, j\right)$, then it is content if and only if at least one of the following conditions holds:
(i) $\left(i, i^{\prime}\right)$ is an edge in $L\left(i, i^{\prime}\right)$, and $\left(j, j^{\prime}\right)$ is an edge of $L\left(j, j^{\prime}\right)$.
(ii) There is an edge $\left(x, i^{\prime}\right) \in L\left(i, i^{\prime}\right) \backslash L\left(j, j^{\prime}\right)$ such that $\left(i, x ; j, j^{\prime}\right)$ is content.
(iii) There is an edge $(i, x) \in L\left(i, i^{\prime}\right) \backslash L\left(j, j^{\prime}\right)$ such that $\left(x, i^{\prime} ; j, j^{\prime}\right)$ is content.
(iv) There is an edge $\left(x, j^{\prime}\right) \in L\left(j, j^{\prime}\right) \backslash L\left(i, i^{\prime}\right)$ such that $\left(i, i^{\prime} ; j, x\right)$ is content.
(v) There is an edge $(j, x) \in L\left(j, j^{\prime}\right) \backslash L\left(i, i^{\prime}\right)$ such that $\left(i, i^{\prime} ; x, j^{\prime}\right)$ is content.
(vi) Both $i$ and $i^{\prime}$ are vertices of $L\left(j, j^{\prime}\right)$, and both $j$ and $j^{\prime}$ are vertices of $L\left(i, i^{\prime}\right)$.

Proof. Sufficiency of (i) is obvious. Sufficiency of each of (ii)-(v) was already stated in Fact 4.2. Sufficiency of (vi) was proven in Lemma 4.4. Now, suppose ( $i, i^{\prime} ; j, j^{\prime}$ ) is content, $\left(i, i^{\prime}\right) \neq\left(j^{\prime}, j\right)$, and condition (i) does not hold. Without loss of generality assume $\left(i, i^{\prime}\right)$ is not an edge of $L\left(i, i^{\prime}\right)$. By Fact 4.1, there exists an edge $\left(x, i^{\prime}\right)$ in $L\left(i, i^{\prime}\right)$ such that $\left(i, x ; j, j^{\prime}\right)$ is content. If ( $x, i^{\prime}$ ) is not an edge of $L\left(j, j^{\prime}\right)$, then condition (ii) holds. Suppose this is not the case so, in particular, $i^{\prime}$ is in $L\left(j, j^{\prime}\right)$. Notice the symmetry of conditions (ii)-(v). The same argument applies to all of them. If we do not succeed in showing that one of them holds, then we finally get that condition (vi) holds.

Theorem 4.5 suggests a recursive procedure for deciding whether a given quadruple ( $i, i^{\prime} ; j, j^{\prime}$ ) is content. To actually implement the algorithm, one
would rather use a "bottom-up" approach. Thus, given a quadruple ( $i, i^{\prime} ; j, j^{\prime}$ ), one would consider not only this quadruple, but also every quadruple ( $u, u^{\prime} ; v, v^{\prime}$ ) such that there exists a shortest path from $i$ to $i^{\prime}$ which first visits $u$ and then $u^{\prime}$, and similarly there exists a shortest path from $j$ to $j^{\prime}$ which first visits $v$ and then $v^{\prime}$. In other words, $L\left(u, u^{\prime}\right)$ is a subgraph of $L\left(i, i^{\prime}\right)$, and $L\left(v, v^{\prime}\right)$ is a subgraph of $L\left(j, j^{\prime}\right)$. We call such quadruples legal. Obviously, the set of legal quadruples is a cartesian product of sets of pairs of vertices. Recall that a quadruple ( $u, u^{\prime} ; v, v^{\prime}$ ) is called content if there is an orientation in which $\left(u, u^{\prime}\right)$ and ( $\left.v, v^{\prime}\right)$ are connected by shortest paths.

The first step of the algorithm is to mark as "content" all the quadruples ( $u, u^{\prime} ; v, v^{\prime}$ ) where $\left(u, u^{\prime}\right)$ is an edge of $L\left(i, i^{\prime}\right),\left(v, v^{\prime}\right)$ is an edge of $L\left(j, j^{\prime}\right)$, and $\left(u, u^{\prime}\right) \neq\left(v^{\prime}, v\right)$ The algorithm then attempts to extend the set of quadruples known to be content as follows. Consider any legal quadruple ( $u, u^{\prime} ; v, v^{\prime}$ ) known to be content such that $u^{\prime} \neq i^{\prime}$. Consider any edge ( $u^{\prime}, x$ ) of $L\left(i, i^{\prime}\right)$. Clearly, the quadruple ( $u, x ; v, v^{\prime}$ ) is legal. Moreover, if $\left(x, u^{\prime}\right) \notin$ $L\left(v, v^{\prime}\right)$ then ( $\left.u, x ; v, v^{\prime}\right)$ is also content. The extension of a feasible quadruple is also attempted in the other three directions, that is, the algorithm considers quadruples of the form ( $\left.x, u^{\prime} ; v, v^{\prime}\right),\left(u, u^{\prime} ; x, v^{\prime}\right)$ and ( $\left.u, u^{\prime} ; v, x\right)$ where in each case $x$ is chosen as a neighbor of the vertex replaced by it. Similar extensions are performed based on Lemma 4.4 and Fact 4.3.

It is obvious that the algorithm is polynomial, but we have not attempted to obtain the best time bound for it. We find it more interesting to note the following:

Theorem 4.6. The problem of recognizing whether a given quadruple is content is in the class NC, i.e., can be solved in polylogarithmic time on a polynomial number of processors.

Proof. To describe the algorithm, we introduce an auxiliary graph $G^{*}$ whose vertices correspond to legal quadruples of vertices in the original graph G. Consider any quadruple $q=\left(u, u^{\prime} ; v, v^{\prime}\right)$. We construct directed edges from $q$ into all the quadruple of the form $\left(u, x ; v, v^{\prime}\right)$ where $\left(u^{\prime}, x\right) \in L\left(i, i^{\prime}\right)$ and $\left(x, u^{\prime}\right) \notin L\left(v, v^{\prime}\right)$. Analogously, we construct edges from $q$ into all the quadruples of the form $\left(x, u^{\prime} ; v, v^{\prime}\right)$ where $(x, u) \in L\left(i, i^{\prime}\right)$ and $(u, x) \notin$ $L\left(v, v^{\prime}\right)$, all the quadruples of the form $\left(u, u^{\prime} ; v, x\right)$ where $\left(v^{\prime}, x\right) \in L\left(j, j^{\prime}\right)$ and $\left(x, v^{\prime}\right) \notin L\left(u, u^{\prime}\right)$, and all the quadruples of the form ( $u, u^{\prime} ; x, v^{\prime}$ ) where $(x, v) \in L\left(j, j^{\prime}\right)$ and $(v, x) \notin L\left(u, u^{\prime}\right)$. In other words, an edge $\left(q_{1}, q_{2}\right)$ in $G^{*}$ represents the case that if $q_{1}$ is content, then so is $q_{2}$ by a simple extension. Now, it takes polylog time on a polynomial number of processors to identify all the pairs ( $u, u^{\prime}$ ) where there are two edge-disjoint shortest paths between $u$ and $u^{\prime}$. Thus, all the content quadruples of the form $\left(u, u^{\prime} ; u^{\prime}, u\right)$ can be
identified in advance. Similarly, it takes polylog time to identify all the content quadruples ( $u, u^{\prime} ; v, v^{\prime}$ ) where both $u$ and $u^{\prime}$ are vertices of $L\left(v, v^{\prime}\right)$ and both $v$ and $v^{\prime}$ are vertices of $L\left(u, u^{\prime}\right)$, and obviously all those where ( $u, u^{\prime}$ ) is an edge of $L\left(u, u^{\prime}\right)$ and $\left(v, v^{\prime}\right)$ is an edge of $L\left(v, v^{\prime}\right)$. Now the problem is reduced to recognizing whether there exists a path in $G^{*}$ from one of the quadruples which were identified in advance as content, into the given quadruple ( $i, i^{\prime} ; \boldsymbol{j}, \boldsymbol{j}^{\prime}$ ). Finding such a path is obviously in NC.

## 5. ON THE COMPLEXITY OF SOME EXTENSIONS

In this section we prove NP-completeness of some related problems. First, it is interesting to note that an extension of the two-pair ideal-orientation problem in the following direction gives an NP-complete problem:

Problem 5.1. Given a graph $G$ with integral edge lengths, two pairs of vertices $\left(s_{i}, t_{i}\right)(i=1,2)$, and two integers $k_{1}, k_{2}$, recognize whether there exists an orientation $G^{\prime}$ such that the shortest-path distance from $s_{i}$ to $t_{i}$ in $G^{\prime}$ is not greater than $k_{i}(i=1,2)$.

## Proposition 5.2. Problem 5.1 in NP-complete.

Proof. Membership in NP is obvious. The rest of the proof is by reduction from partition (see [9]). In an instance of the latter one is given a set of positive integers $\left\{w_{1}, \ldots, w_{n}\right\}$, and one has to recognize whether there exists a subset $S \subset\{1, \ldots, n\}$ such that $\sum_{i \in S} w_{i}=\frac{1}{2} W$, where $W=\sum_{i-1}^{n} w_{i}$. Now, construct a graph $G$ with $n+1$ vertices $0,1, \ldots, n$. Join vertices $i-1$ and $i$ with two edges, one of length 1 and the other of length $w_{i}+1$ $(i=1, \ldots, n)$. Let $s_{1}=t_{2}=0$ and $s_{2}=t_{1}=n$. Let $k_{1}=k_{2}=\lceil n+W / 2\rceil$. It is easy to verify that the set $\{1, \ldots, n\}$ can be partitioned into two sets of equal sums of weights if and only if there exists an orientation of $G$ as required in Problem 5.1.

Another direction of possible extension is given in the following problem:
Problem 5.3. The set $E$ of edges of a graph $G$ is given as the union $E=E_{1} \cup E_{2}$ of two directed acyclic graphs corresponding to two pairs of vertices, $\left(s_{i}, t_{i}\right)(i=1,2)$. Recognize whether there exists an orientation $G^{\prime}$ such that for $i=1,2$ there exists a path in $G^{\prime}$ which uses only edges of $E_{i}$.

Proposition 5.4. Problem 5.3 in NP-complete.

Proof. The proof goes by reduction from 3-sat, and we use the notation established in the proof of Proposition 3.3. We construct two directed acyclic graphs as follows. The first graph corresponds to the boolean variables. For each variable $v_{i}$ we construct two vertex-disjoint paths of length $2 m$ between the same endpoints: ( $c_{i-1}=a_{0}^{i}, a_{1}^{i}, \ldots, a_{2 m}^{i}=c_{i}$ ) and ( $c_{i-1}=b_{0}^{i}, b_{1}^{i}, \ldots, b_{2 m}^{i}$ $\left.=c_{i}\right)$. The pair $\left(s_{1}, t_{1}\right)$ is the same as $\left(c_{0}, c_{n}\right)$. The set $E_{1}$ is the set of edges $\left(a_{j-1}^{i}, a_{j}^{i}\right)$ and $\left(b_{j-1}^{i}, b_{j}^{i}\right)(i=1, \ldots, n, j=1, \ldots, 2 m)$. A path from $c_{0}$ to $c_{n}$ which uses only edges in $E_{1}$ must select for every $i$ either the path of $a_{j}^{i}$ 's (which corresponds to $v_{i}$ being true) or the path of $b_{j}^{i}$ 's ( $v_{i}$ false). We now turn to the construction of the second acyclic set of directed edges, representing the clauses. Clause $C_{j}=x_{j} \vee y_{j} \vee z_{j}$ is represented by three internal vertex-disjoint paths of length $5:\left(d_{j-1}=x_{0}^{j}, x_{1}^{j}, \ldots, x_{5}^{j}=d_{j}\right),\left(d_{j-1}=y_{0}^{j}\right.$, $\left.y_{1}^{j}, \ldots, y_{5}^{j}=d_{j}\right)$, and $\left(d_{j-1}=z_{0}^{j}, z_{1}^{j}, \ldots, z_{5}^{j}=d_{j}\right)$. If $x_{j}$ is $v_{i}$, then we identify $x_{2}^{j}=a_{2 j}^{i}$ and $x_{3}^{j}=a_{2 j-1}^{i}$. If $x_{j}$ is $\bar{v}_{i}$, the identification is $x_{2}^{j}=b_{2 j}^{i}$ and $x_{3}^{j}=b_{2 j-1}^{i}$. For $y_{j}$ and $z_{j}$ the identification is analogous. The edges in $E_{2}$ are of the form $\left(x_{i-1}^{j}, x_{i}^{j}\right),\left(y_{i-1}^{j}, y_{i}^{j}\right)$, and $\left(z_{i-1}^{j}, z_{i}^{j}\right)(j=1, \ldots, m, i=1, \ldots, 5)$, and the pair $\left(s_{2}, t_{2}\right)$ is the same as $\left(d_{0}, d_{m}\right)$. It is easy to check that an orientation as required exists if and only if the formula is satisfiable.

The authors are grateful to Tali Eilam for some good comments on an earlier version of the paper. Also, conversations with Dorit Hochbaum are gratefully acknowledged.
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