
CS265/CME309, Fall 2019. Instructor: Gregory Valiant

Problem Set 7
Electronic submission via Gradescope due 11:59pm Tuesday 11/12. You are strongly encouraged
to submit a homework with a partner—that is, submit one homework with both of your names.

[You may discuss these problems with classmates. Feel free to look at wikipedia, course notes, etc.
for reference material, but do not try to specifically search online for solutions to the problems.
Your submission must be the original work of you and your partner, and you must understand
everything that is written on your submission. We strongly suggest that you write solutions using
LaTex—see the course website for a latex solution template.]

1. Consider the following schemes for shuffling a deck of 52 cards. For each scheme, say whether
the corresponding chain is irreducible and aperiodic? If it is, describe its stationary distribu-
tion. [Prove your answers, which shouldnt take more than 1 sentence each.]:

(a) (2 points) At each timestep, select i, j independently from the set {0, 1, . . . , 51}, and
take the ith card in the stack, and move it to the jth location. Is the corresponding chain
irreducible and aperiodic? If so, what is its stationary distribution?

(b) (2 points) At each timestep, select i independently from the set {0, 1, . . . , 51}, and flip a
fair coin. If the coin lands heads, take the ith card and move it to location i+1 mod 52,
otherwise take the ith card and move it to location i− 1 mod 52.

(c) (2 points) At each timestep, select i independently from the set {0, 1, . . . , 51}, and flip
two fair coins. If the second coin lands heads, perform the scheme from the previous
part, otherwise do nothing.

2. (6 points) Consider flipping n fair coins, and let Xn denote the number of coins that land
heads. Prove that, for any integer k, as n → ∞, Pr[Xn mod k = 0] → 1

k
. [Hint: Define a

Markov Chain and relate its stationary distribution to the desired probability.]

3. (Infinite Markov Chains) Some of you have asked about Markov chains with infinite state
spaces. Here we explore the analog of the fundamental theorem of Markov chains for such
settings. Given a Markov chain defined over a countably infinite state space, if the chain is
irreducible and aperiodic, then either it has a unique stationary distribution π s.t. for all states
i and j, limt→∞ Pr[Xt = j|X0 = i] = πj > 0, or, for all i, j limt→∞ Pr[Xt = j|X0 = i] = 0.
In this part you will construct chains with each of these behaviors.

(a) (4 points) Define an irreducible aperiodic Markov chain whose states are the positive
integers, s.t. Pr[Xt = i|Xt−1 = j] = 0 unless i ∈ [j − 1, j, j + 1], and where for
all i, j limt→∞ Pr[Xt = j|X0 = i] = 0. Define the chain, and give one sentence of
explanation–no need for a formal proof. [Make sure your chain is irreducible!]

(b) (4 points) Define an irreducible aperiodic Markov chain whose states are the positive
integers, s.t. Pr[Xt = i|Xt−1 = j] = 0 unless i ∈ [j − 1, j, j + 1], where the stationary
distribution π satisfies πi = c

i2
for some constant c = 6/π2 = 1/

∑
i≥1

1
i2
. Prove that your

chain has the desired stationary distribution. [Hint: Recall the Metropolis algorithm for
constructing chains with a desired stationary distribution.]
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4. In this problem we will consider two different models of wealth distribution. Suppose we are
in a world with n people and 100n dollars. At time t = 0 there is some initial assignment, X0,
of dollars to people.

Model A: At each time t = 1, 2, 3, . . ., the allocation changes according to the following
protocol: choose a person uniformly at random from the n players, and call them player i; if
i has no money, then nothing changes during that time-step; if i has at least one dollar, then
select a player, j, with probability proportional to the amount of money they currently have,
and transfer one dollar from i to j (note that it is possible that i = j). For example, if at time
t, all players have $100 then at time t + 1, with probability 1/n, all players have $100, and
with probability 1− 1/n, one player has $101 one has $99 and the rest have $100.

Model B: At each time t = 1, 2, 3, . . ., the allocation changes according to the following
protocol: choose a person uniformly at random from the n players, and call them player i;
then select a player, j, with probability proportional to the amount of money they currently
have, and transfer one dollar from j to i (it is possible that i = j). [Note that in this model, j
pays i, whereas in Model A, i pays j!!!!]

(a) (2 points) Note that each model describes a Markov Chain over the “wealth allocation”
of players. For each model, say whether the chain is periodic or aperiodic, and give one
sentence of justification.

(b) (2 points) For each model, say whether the chain is irreducible or not, and give one
sentence of justification.

(c) (2 points) For each model, say whether or not the fundamental theorem of Markov chains
applies, and give a one sentence justification.

(d) (4 points) What is the stationary distribution of the Markov Chain described by Model
B? (Prove your answer.) [Hint: Imagine that each of the dollars has a unique number,
1, . . . , 100n, and think about the state of the system at time t as being a list of which
dollars each person has. Consider the update protocol that first picks a uniformly random
dollar d, then picks a uniformly random person j, and takes that dollar from whoever has
it and gives it to player j. This update scheme is one way of implementing Model B, no?
Now, if you think of the states of this chain as nodes in a graph, the updates look kindof
like a random walk on this graph....and you know all about the stationary distribution of
random walks on a graph...]
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