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Chapter 1

Introduction

Automatic software verification is an important but hard problem. Verifiers primarily rely on static analyses to reason about all possible program behaviors, where a purely static analysis makes inferences based solely on program text. However, since verification is so hard, to be successful it seems necessary to leverage all possible sources that can provide any useful information about the program. Hence, limiting a verifier to just the program text is unnecessarily restrictive. Programs are not just pages of text; they are meant to be executed. Our thesis is that verification can be aided and significantly improved by learning from data gathered from program executions.

In particular, we focus on the problem of invariant inference and its applications in verification. Invariant inference is a core problem that every software verifier must address. The traditional verifiers infer invariants by analyzing program text alone. The main contribution of this thesis is an effective technique to infer loop invariants by combining static analysis and machine learning applied to program executions.

A loop invariant is a predicate that holds for all possible executions of the loop. Loops are technically interesting because they can encode an infinite number of behaviors. The goal of an invariant inferencer is to find a loop invariant, a predicate that is valid for all behaviors that the loop can have. This inference problem is hard in general and tools apply a myriad of sophisticated techniques to this end. In contrast, an invariant checker proves whether a given predicate is an invariant or not, a substantially easier task. Unsurprisingly, existing static analyses for invariant checking are more mature than their inference counterparts.

We break down the problem of loop invariant inference into two phases. In the guess phase, the loop is executed on a few inputs and the observed program states are logged. These logs constitute our data. Subsequently, a learner guesses a candidate invariant from the data. This task is substantially easier than actual inference as the output of the learner is only a candidate invariant: there can be executions of the loop (that are absent in the data) for which the learned candidate does not hold. In the check phase, a static analysis proves whether the candidate invariant is an
actual invariant or not. In the former case, the inference succeeds. In the latter case, we repeat the process with additional data. We refer to this overall approach that alternates between guessing and checking as Guess-and-Check.

This decomposition of inference into a guessing phase and a checking phase has several potential advantages. A static analysis that performs inference can easily get confused by program text. This situation is prevalent in the analysis of aggressively optimized code. Such programs can employ convoluted implementations for otherwise simple computations to maximize performance. In contrast to a static analysis, the learner infers candidate invariants solely from data and does not look at the program text at all. The program text needs to be analyzed only by the checker that solves the easier problem of invariant checking. Therefore, a Guess-and-Check based approach can succeed where a traditional static analysis can fail. Next, this separation allows us to leverage the significant advances achieved in statistical machine learning. Since machine learning techniques are very different from the techniques routinely used in verification, the Guess-and-Check based inference engines have different strengths and weaknesses compared to traditional static analysis based inference engines. Finally, the decomposition substantially simplifies the architecture of a verifier and leads to simpler implementations. The learners are just data crunching algorithms which are easy to implement. For checking, we use off-the-shelf SMT solvers and take advantage of recent advances in automatic theorem proving.

1.1 Contributions

To remain tractable, current static analysis tools infer very restricted classes of loop invariants. One class of invariants that is common, and for which existing tools are reasonably good, is conjunctions of linear integer inequalities. Using the Guess-and-Check approach, we can produce invariants for richer classes. This dissertation makes a number of contributions that are reflected in the structure of the remaining chapters.

A harder problem, which is addressed by only a few static analyses, is the inference of algebraic invariants (polynomial equalities). As a simplification, all existing tools for inferring algebraic invariants approximate integral program variables by real-valued variables. Although this approximation yields simpler inference tasks, it is unsound and such tools are known to generate incorrect invariants. Chapter 2 describes a sound and relatively complete algorithm for inference of algebraic invariants that uses as data states (valuation of program variables) gathered from running program tests, elementary linear algebra routines for learning, and SMT solvers for checking. Not only does this technique always find correct invariants (if the SMT solver can answer all queries correctly), the inferred invariant is the best possible in the given class.

Equality invariants are useful in compiler optimizations. The main challenge in optimizations is to ensure that the optimized program is equivalent to the original. While proving the correctness of
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compiler optimizations has been a research goal for decades, it is only recently that the first verified
compiler (CompCert, see below) was developed, and that was for a subset of C and the proof
of correctness was extremely labor-intensive. Our goal in Chapter 3 is to automatically check the
correctness of the code generated by existing production compilers.

Correctness of binaries can be ensured by sacrificing performance. CompCert [95] produces
binaries that are provably equivalent to the source. This guarantee is feasible as CompCert has
no loop optimizations and therefore the translation to binary is straightforward compared to a
production compiler like gcc that performs aggressive optimizations. Chapter 3 presents the first
sound equivalence checker that proves the equivalence of two x86 binaries. This checker proves the
equivalence of gcc optimized code with CompCert generated code, thus providing a formal proof
that the binary generated by gcc with optimizations enabled is equivalent to the original C source.
The core problem in this equivalence checking is invariant inference and we extend the techniques
described in Chapter 2 to infer equality invariants that relate the two binaries.

Another very difficult case for static analysis is the inference of disjunctive invariants that are
sufficient to prove a given set of safety properties. Naive approaches tend to generate a very large
or even an unbounded number of disjunctions, leading to non-terminating analyses. Therefore, to
ensure tractability, all existing tools use a user-provided or an ad-hoc bound on the number of
disjunctions. Developing on top of a probably approximately correct (PAC) learning algorithm,
Chapter 4 present the first invariant inference technique that does not place any ad-hoc restriction
on the number of disjunctions while also guaranteeing that the discovered invariants are of a bounded
size. To achieve this goal, the GUESS-AND-CHECK approach requires two kinds of data: reachable
program states obtained by running the program and bad states that can lead to the violation of the
given safety properties. The learner is a classification engine that finds a predicate separating the
reachable and the bad states. As before, the checker is an off-the-shelf SMT solver.

Another issue with classical approaches to invariant inference is that they are closely tied to
particular decidable logics, resulting in a plethora of highly specialized invariant inference algorithms
each handling its own restricted class of programs. Chapter 5 presents an approach to infer arbitrary
invariants. Given an arbitrary invariant class, a Markov Chain Monte Carlo (MCMC) sampler is
used to generate candidate invariants from that class; the sampler is guided by a cost function
based on data. The sampler can consume data in the form of reachable states, bad states, and
inductive pairs (a two-tuple \((s, t)\) of program states with the property that if \(s\) is reachable then \(t\) is
reachable). Since SMT solvers are available for many theories, instantiating the GUESS-AND-CHECK
approach with MCMC samplers as learners and suitable SMT solvers yields inference engines for
many classes, including those for which invariant inference techniques were previously unknown.
For invariant classes for which inference techniques are known, this framework yields inference
engines that have competitive performance with the specialized approaches. We use this framework
to generate inference procedures that prove safety properties of numerical programs, prove non-termination of numerical programs, prove functional specifications of array manipulating programs, prove safety properties of string manipulating programs, and prove functional specifications of heap manipulating programs that use linked list data structures. Finally, Chapter 6 concludes with a discussion of future work.

1.2 Collaborators and Publications

The work for this dissertation was in collaboration with Alex Aiken, Berkeley Churchill, Saurabh Gupta, Bharath Hariharan, Aditya Nori, and Eric Schkufza. The ideas discussed here appear in the following conference papers [127, 129, 130, 133].
Chapter 2

Algebraic Invariants

The task of generating loop invariants lies at the heart of any program verification technique. A wide variety of techniques have been developed for generating linear invariants, including methods based on abstract interpretation [40, 85] and constraint solving [35, 71], among others. The topic has progressed to the point that techniques for discovering linear loop invariants are included in industrial strength tools for software reliability [12, 39, 109].

Recently, researchers have also applied these techniques to the generation of non-linear loop invariants [41, 103, 107, 120, 121, 125]. These techniques discover algebraic invariants of the form

\[ \land_i f_i(x_1, \ldots, x_n) = 0 \]

where each \( f_i \) is a polynomial in the variables \( x_1, \ldots, x_n \) of the program. Note that algebraic invariants implicitly handle disjunctions: if \( f_1 = 0 \lor f_2 = 0 \) is an invariant then \( f_1 = 0 \lor f_2 = 0 \iff f_1 f_2 = 0 \). Thus, algebraic invariants are as expressive as arbitrary boolean combinations of algebraic equations.

Most previous techniques for algebraic loop invariants are based on Gröbner bases computations, which cause a considerable slowdown [25]. Therefore, there has been recent interest in techniques for generating algebraic invariants that do not use Gröbner bases [25, 107] (see Section 2.7). In this chapter, we address the problem of invariant generation from a data-driven perspective. In particular, we use techniques from linear algebra to analyze data generated from executions of a program in order to efficiently “guess” a candidate invariant. This phase can leverage test suites of programs for data generation. This guessed invariant is subsequently checked for validity via a decision procedure. Our algorithm GUESS-AND-CHECK for generating algebraic invariants calls these guess and check phases iteratively until it finds the desired invariant – the guess phase is used to compute a candidate invariant \( I \) and the check phase is used to validate that \( I \) is indeed an invariant. Failure to prove that \( I \) is an invariant results in counterexamples or more data which are
used to refine the guess in the next iteration. Furthermore, we are also able to prove a bound on the number of iterations of Guess-and-Check. 

Our guess and check data-driven approach for computing invariants has a number of advantages:

- Checking whether the candidate invariant is an invariant is done via a decision procedure. Our thesis is that using a decision procedure to check the validity of a candidate invariant can be much more efficient than using it to infer an actual invariant.

- Since the guess phase operates over data, its complexity is largely independent of the complexity or size of the program (the amount of data depends on the number of variables in scope though). This is in contrast to approaches based on static analysis, and therefore it is at least plausible that a data-driven approach may work well even in situations that are difficult for static analysis. Moreover, the guess step just involves basic matrix manipulations, for which very efficient implementations exist.

There are major drawbacks, both theoretical and practical, with most previous techniques for algebraic invariants. First, these techniques either restrict predicates on branches to either equalities or dis-equalities \[34, 103\], or cannot handle nested loops \[89, 121\], or interpret program variables as real numbers \[25, 120, 125\]. It is well known that the semantics of a program assuming integer variables, in the presence of division and modulo operators, is not over-approximated by the semantics of the program assuming real variables. Therefore, these approaches may not produce correct invariants in cases where the program variables are actually integers. Our technique does not suffer from these drawbacks: our check phase can consume a rich syntax and answer queries over both integers and reals (see Section 2.3.2). Moreover, since these techniques can find algebraic invariants, they can find non-linear invariants representing boolean combinations of linear equalities. If a loop has the invariant \(y = x \lor y = -x\) then these techniques can find the invariant \(x^2 = y^2\) that is semantically equivalent to the linear invariant:

\[
x = y \lor x = -y \Leftrightarrow (x + y)(x - y) = 0 \Leftrightarrow x^2 = y^2
\]

But if the invariant is to be consumed by a verification tool that works over linear arithmetic (as most tools do), then \(x^2 = y^2\) is not useful. A simple extension to our technique allows us to extract an equivalent (disjunctive) linear invariant from an algebraic invariant when such a linear invariant exists. This extension is possible as our technique is data-driven (see Section 2.5).

It is also interesting to note that our algorithm is an iterative refinement procedure similar to the counterexample-guided abstraction refinement (CEGAR) \[32\] technique used in software model checking. In CEGAR, we start with an over-approximation of program behaviors and perform iterative refinement until we have either found a proof of correctness or a bug. Guess-and-Check technique is dual to CEGAR—we start with an under-approximation of program behaviors and add more behaviors until we are done. Most techniques for invariant discovery using CEGAR like
techniques have no termination guarantees. Since we focus on the language of polynomial equalities for invariants, we are able to give a termination guarantee for our technique. If a loop has no non-trivial polynomial equation of a given degree as an invariant then our procedure will return the trivial invariant \texttt{true}.

Our main contribution is a new sound data-driven algorithm for computing algebraic invariants. In particular, our technical contributions are:

- We provide a data-driven algorithm for generation of invariants restricted to conjunctions of algebraic equations. We observe that a known algorithm [107] is a suitable fit for our guessing step. We formally prove that this algorithm computes a sound under-approximation of the algebraic loop invariant. That is, if \(G\) is the guess or candidate invariant, and \(I\) is an invariant then \(G \Rightarrow I\). This guess contains all algebraic equations constituting the invariants and possibly more spurious equations.

- We augment our guessing procedure with a decision procedure to obtain a sound and (relatively) complete algorithm: if the decision procedure successfully answers the queries made, then the output is an invariant and we do generate all valid invariants up to a given degree \(d\). Moreover we are able to prove a bound on the number of decision procedure queries.

- Using the observation that a boolean combination of linear equalities with \(d\) disjunctions (in DNF form) is equivalent to an algebraic invariant of degree \(d\) [103, 147], we describe an algorithm to generate an equivalent linear invariant from an algebraic invariant.

- We evaluate our technique on benchmark programs from various papers on generation of algebraic loop invariants and our results are encouraging—starting with a small amount of data, \textsc{Guess-and-Check} terminates on all benchmarks in one iteration, that is, our first guess is an actual invariant.

The remainder of this chapter is organized as follows. Section 2.1 motivates and informally illustrates the \textsc{Guess-and-Check} algorithm for algebraic invariants over two example programs. Section 2.2 introduces the background for this algorithm. Section 2.3 presents the \textsc{Guess-and-Check} algorithm and also proves its correctness and termination. Section 2.4 discusses the theory of arrays and Section 2.5 describes our technique for obtaining disjunctive linear invariants from algebraic invariants. Section 2.6 evaluates our implementation of the \textsc{Guess-and-Check} algorithm on several benchmarks for algebraic loop invariants. Finally, Section 2.7 surveys related work.

2.1 Overview of the Technique

Assume we are given a loop \(L = \texttt{while } B \texttt{ do } S\) with variables \(\vec{x} = x_1, \ldots, x_n\). The initial values of \(\vec{x}\), that is, the possible values which \(x_1, \ldots, x_n\) can take before the loop starts executing are given by
a predicate $\varphi(x)$. Our goal is to find the strongest $I \equiv \bigwedge_i f_i(x) = 0$, where each $f_i$ is a polynomial defined over the variables $x_1, \ldots, x_n$ of the program such that $\varphi \Rightarrow I$ and $\{I \land B\} S \{I\}$. Any $I$ satisfying these two conditions is an invariant for $L$. If we do not impose the condition that we need the strongest invariant, then the trivial invariant $I = \text{true}$ is a valid solution.

Our algorithm has two main phases, the guess phase and the check phase. The guess phase operates over data generated by testing the input program in order to guess a candidate invariant. This candidate invariant is subsequently checked for validity by the check phase which is just a black box call to an off-the-shelf decision procedure.

We will illustrate our technique over two example programs shown in Figures 2.1 and 2.2 respectively. Our objective is to compute loop invariants at the loop head of both these programs. Informally, a loop invariant over-approximates the set of all possible program states that are possible at a loop head.

First, let us consider the program shown in Figure 2.1. This program has a loop (lines 2–6) that is non-deterministic. In line 3, we have instrumentation code that writes the program state (in this case, the values of the variables $x$ and $y$) to a log file. Equivalently, we could have added multiple instrumentations: after line 1 and before line 6. The loop invariant for this program is $I \equiv y + y^2 = 2x$. Since our approach is data driven, the starting point is to run the program with test inputs and accumulate the resulting data in the log. Assume that we run the program with an input that exercises the loop exactly once. On such an execution, we obtain a single program state $x = 0, y = 0$ at line 3. It turns out that for our technique to work, we need to assume an upper bound $d$ on the degree of the polynomials that constitute the invariant. Note that this assumption can be removed by starting with $d = 0$, and iteratively incrementing $d$ [120]. This assumption also avoids rediscovery of implied higher degree invariants. In particular, if $f(x) = 0$ is an invariant, then so is the higher degree polynomial $(f(x))^2 = 0$. As a consequence, if $d$ is an upper bound on the degree of the polynomial, then we might potentially discover both $f(x) = 0$ and $(f(x))^2 = 0$ as invariants. For
this example, we assume that $d = 2$, which allows us to exhaustively enumerate all the monomials over the program variables up to the chosen degree. For our example, $\vec{\alpha} = \{1, x, y, y^2, x^2, xy\}$ is the set of all monomials over the variables $x$ and $y$ with degree less than or equal to 2. The number of monomials of degree $d$ in $n$ variables is large: $\binom{n+d-1}{d}$. Heuristics exist to discard the monomials that are unlikely to be a part of an invariant (Section 2.3.4).

Using $\vec{\alpha}$ and the program state $x = 0$, $y = 0$, we construct a data matrix $A$ which is a $1 \times 6$ matrix with one row corresponding to the program state and six columns, one for each monomial in $\vec{\alpha}$. Every entry $(1, j)$ in $A$ represents the value of the $j^{th}$ monomial over the program. Therefore,

$$A = \begin{bmatrix} 1 & x & y & y^2 & x^2 & xy \\ 1 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}$$

(2.1)

As we will see in Section 2.3.1, we can employ the null space of $A$ to compute a candidate invariant $I$ as follows. If $\{b_1, b_2, \ldots, b_k\}$ is a basis for the null space of the data matrix $A$, then

$$I \equiv \bigwedge_{i=1}^{k} (b_i^T \begin{bmatrix} 1 \\ x \\ y \\ y^2 \\ x^2 \\ xy \end{bmatrix} = 0)$$

(2.2)

is a candidate invariant that under-approximates the actual invariant. The null space of $A$ is defined by the set of basis vectors

$$\left\{ \begin{bmatrix} 0 \\ 1 \\ 0 \\ 0 \\ 0 \\ 0 \end{bmatrix}, \begin{bmatrix} 0 \\ 0 \\ 1 \\ 0 \\ 0 \\ 0 \end{bmatrix}, \begin{bmatrix} 0 \\ 0 \\ 0 \\ 1 \\ 0 \\ 0 \end{bmatrix}, \begin{bmatrix} 0 \\ 0 \\ 0 \\ 0 \\ 1 \\ 0 \end{bmatrix} \right\}$$

(2.3)

Therefore, from Equation 2.2, we have the candidate invariant

$$I \equiv x = 0 \land y = 0 \land x^2 = 0 \land y^2 = 0 \land xy = 0$$

(2.4)

Next, in the check phase, we check whether $I$ as specified by Equation 2.3 is actually an invariant.
Abstractly, if \( L \equiv \text{while } B \text{ do } S \) is a loop, then to check if \( I \) is a loop invariant, we need to establish the following conditions:

1. If \( \varphi \) is a precondition at the beginning of \( L \), then \( \varphi \Rightarrow I \).

2. Furthermore, executing the loop body \( S \) with a state satisfying \( I \land B \), always results in a state satisfying the invariant \( I \).

The above checks for validating \( I \) are performed by an off-the-shelf decision procedure [43]. For our example, we first check whether the precondition at the beginning of the loop implies \( I \):

\[
(x = 0 \land y = 0) \Rightarrow (x = 0 \land y = 0 \land x^2 = 0 \land y^2 = 0 \land xy = 0)
\]

This condition is indeed valid, and therefore we check whether the following condition on the loop body (lines 4–5) also holds (we can obtain the predicate representing the loop body via symbolic execution [86]):

\[
(x = 0 \land y = 0 \land x^2 = 0 \land y^2 = 0 \land xy = 0 \land y' = y + 1 \land x' = x + y') \Rightarrow \\
(x' = 0 \land y' = 0 \land x'^2 = 0 \land y'^2 = 0 \land x'y' = 0)
\]

This predicate is not valid, and we obtain a counterexample \( x' = 1, y' = 1 \) at line 3 of the program. Let us assume that we generate more program states at line 3 by executing the loop for 4 iterations. As a result, we get a data matrix that also includes the row from the previous data matrix as shown below.

\[
A = \begin{bmatrix}
1 & x & y & y^2 & x^2 & xy \\
1 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 1 & 1 & 1 & 1 \\
1 & 3 & 2 & 4 & 9 & 36 \\
1 & 6 & 3 & 9 & 36 & 18 \\
1 & 10 & 4 & 16 & 100 & 40 \\
\end{bmatrix}
\]

It is important to observe from \( A \) that the monomials \( x^2 \) and \( xy \) are “quickly growing” monomials. In other words, the values of these monomials increase rapidly with the number of iterations of the loop (heuristically, from our experiments, we find that these rapidly increasing monomials are unlikely to play a part in the invariant). Therefore, we remove them and we show how this is done formally in Section 2.3.4. After removing rapidly increasing monomials, we obtain the following data
As with the earlier iteration, we require the basis of the null space of $A$ and this is defined by the singleton set:

$$\left\{ \begin{bmatrix} 0 \\ 1 \\ -\frac{1}{2} \\ -\frac{1}{2} \end{bmatrix} \right\}$$

(2.7)

Therefore, from Equation 2.2 and Equation 2.7, it follows that the candidate invariant is:

$$I \equiv 2x - y - y^2 = 0$$

(2.8)

Now, the conditions that must hold for $I$ to be a loop invariant are:

1. $(x = 0 \land y = 0) \Rightarrow y + y^2 = 2x$, and
2. $(y + y^2 = 2x \land y' = y + 1 \land x' = x + y') \Rightarrow (y' + y'^2 = 2x')$

both of which are deemed to be valid by the check phase, and therefore $I \equiv y + y^2 = 2x$ is the desired loop invariant.

Next, consider the program shown in Figure 2.2, adapted from [125]. For this program, we want to find the loop invariant $I \equiv s = i(k - j)$. Let us assume that the upper bound on the degree of the desired invariant is $d = 2$. Let $\vec{\alpha}$ be the set of all candidate monomials with degree less than or equal to 2. Therefore,

$$\vec{\alpha} = \{1, s, i, j, k, si, sj, sk, ij, ik, jk, s^2, i^2, j^2, k^2\}$$

(2.9)

The number of candidate monomials can be large when compared to the number of monomials which actually occur in the invariant. For instance, if the number of variables is 25, and the upper bound on the degree is 3, then the number of candidate monomials is around 3300. Note that the algorithms for computing null space of a matrix are quite efficient and null space of a matrix with
3300 columns can be computed in seconds. Hence we believe that the guess phase will scale well with the number of variables.

Line 3 appends the program state (in this case, the values of the variables $s, i, j$ and $k$) to a log file. Running the program with a test input $i = 0, j = 1, s = 0$ and $k = 1$ results in the following data matrix $A$.

$$A = \begin{bmatrix} 1 & s & i & j & k & \ldots \\ 1 & 0 & 0 & 1 & 1 & \ldots \end{bmatrix}$$

(2.10)

The basis for the null space of this matrix is given by the following set of vectors:

$$\begin{bmatrix} 0 \\ 1 \\ 0 \\ 0 \\ \vdots \end{bmatrix}, \begin{bmatrix} 0 \\ 0 \\ 1 \\ 0 \\ \vdots \end{bmatrix}, \begin{bmatrix} -1 \\ 0 \\ 0 \\ 0 \\ \vdots \end{bmatrix}, \begin{bmatrix} -1 \\ 0 \\ 0 \\ 0 \\ \vdots \end{bmatrix}$$

(2.11)

This results in the candidate invariant $I \equiv s = 0 \land i = 0 \land j = 1 \land k = 1$. However, the check $(s = 0 \land j = k) \implies (s = 0 \land i = 0 \land j = 1 \land k = 1)$ fails and we generate several counterexamples: say $s = 0, j = k$, and $i, k \in \{1, 2, 3, 4, 5\}$. These are 25 counterexamples, and we run some tests from these counterexamples. Two rows of the data matrix $A$ corresponding to these tests are shown below:

$$\begin{bmatrix} 1 & 0 & 3 & 5 & 5 & 0 & 0 & 15 & 15 & 25 & \ldots \\ 1 & 3 & 3 & 4 & 5 & 9 & 12 & 15 & 12 & 15 & 20 & \ldots \end{bmatrix}$$

(2.12)

By computing the null space, we obtain the candidate invariant $I \equiv s + ij = ik$.

Next, we check whether $I$ is an invariant by checking the following conditions:

$$(s = 0 \land j = k) \Rightarrow (s + ij = ik)$$

(2.13)

$$(s + ij = ik \land j > 0 \land s' = s + i \land j' = j - 1) \Rightarrow s' = i(k - j')$$

(2.14)

Both these predicates are valid, and thus $s = i(k - j)$ is the desired loop invariant. Note that these constraints are quite simple: one possible strategy is to just substitute value of $s'$ and $j'$ in the
consequent, in terms of $s$ and $j$, by using the antecedent. Such simple constraints can be efficiently handled by the recent optimizations in decision procedures for non-linear arithmetic [82]. The cost of solving such constraints can be quite high in general, but we believe that the cost of solving constraints generated from programs occurring in practice is manageable.

In summary, we have informally described how our technique works over two example programs with fairly non-trivial algebraic invariants. Our approach is data driven in that it operates over a data matrix. This has the advantage that our guess procedure is independent of the complexity of the program in contrast to approaches based on static analysis: The guess phase only depends on the number of variables and not on how the variables are used in the program. Finally, our check procedure employs state-of-the-art decision procedures for non-linear arithmetic as a blackbox.

2.2 Preliminaries

We consider programs belonging to the following language of while programs:

$$S ::= x:=M \mid S; S \mid \text{if } B \text{ then } S \text{ else } S \mid \text{while } B \text{ do } S$$

where $x$ is a variable over a countably infinite sort $\text{loc}$ of memory locations, $M$ is an expression, and $B$ is a boolean expression. Expressions in this language are either of type $\text{int}$ or $\text{bool}$.

A monomial $\alpha$ over the variables $\vec{x} = x_1, \ldots, x_n$ is a term of the form $\alpha(\vec{x}) = x_{k_1}^{k_1} x_{k_2}^{k_2} \ldots x_{k_n}^{k_n}$. The degree of a monomial is $\sum_{i=1}^{n} k_i$. A polynomial $f(x_1, \ldots, x_n)$ defined over $n$ variables $\vec{x} = x_1, \ldots, x_n$ is a weighted sum of monomials and has the following form.

$$f(\vec{x}) = \sum_k w_k x_{k_1}^{k_1} x_{k_2}^{k_2} \ldots x_{k_n}^{k_n} = \sum_k w_k \alpha_k$$  \hspace{1cm} (2.15)

where $\alpha_k = x_{k_1}^{k_1} x_{k_2}^{k_2} \ldots x_{k_n}^{k_n}$ is a monomial. We are interested in polynomials over integers, that is, $\forall k . w_k \in \mathbb{Z}$. The degree of a polynomial is the maximum degree over its constituent monomials: $\max_k \{\text{degree}(\alpha_k) \mid w_k \neq 0\}$.

An algebraic equation is of the form $f(\vec{x}) = 0$, where $f$ is a polynomial. Given a loop $L = \text{while } B \text{ do } S$ defined over variables $\vec{x} = x_1, \ldots, x_n$ together with a precondition $\varphi$, a loop invariant $I$ is the strongest predicate such that $\varphi \Rightarrow I$ and $\{I \land B\} S\{I\}$. Any predicate $I$ satisfying these two conditions is an invariant for $L$. In this chapter, we will focus on algebraic invariants for a loop. An algebraic invariant $I$ is of the form $\land_i f_i(\vec{x}) = 0$, where each $f_i$ is a polynomial over the variables $\vec{x}$ of the loop.

The next section reviews matrix algebra that is a crucial component of our guess-and-check algorithm. The reader is referred to [75] for an excellent introduction to matrix algebra.
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2.2.1 Matrix Algebra

Let \( A \in \mathbb{Q}^{m \times n} \) denote a matrix with \( m \) rows and \( n \) columns, with entries from the set of rational numbers \( \mathbb{Q} \). Let \( x \in \mathbb{Q}^n \) denote a vector with \( n \) rational number entries. Then \( x \) denotes an \( n \times 1 \) column matrix. The vector \( x \) can also be represented as a row matrix \( x^T \in \mathbb{Q}^{1 \times n} \), where \( T \) is the matrix transpose operator. In general, the transpose of a matrix \( A \), denoted \( A^T \) is obtained by interchanging the rows and columns of \( A \). That is, \( \forall A \in \mathbb{Q}^{m \times n}. (A^T)_{ij} = A_{ji} \). For example,

\[
A = \begin{bmatrix} 1 & 2 & 3 \\ 4 & 5 & 6 \end{bmatrix} \in \mathbb{Q}^{2 \times 3}, \quad x = \begin{bmatrix} 8 \\ 9 \\ 10 \end{bmatrix} \in \mathbb{Q}^3 \text{ is a vector,}
\]

and \( x^T = \begin{bmatrix} 8 & 9 & 10 \end{bmatrix}, \quad A^T = \begin{bmatrix} 1 & 4 \\ 2 & 5 \\ 3 & 6 \end{bmatrix} \in \mathbb{Q}^{3 \times 2}. \)

Given two matrices \( A \in \mathbb{Q}^{m \times n} \) and \( B \in \mathbb{Q}^{n \times p} \), their product is the matrix \( C \) defined as follows:

\[
C = AB \in \mathbb{Q}^{m \times p}
\]

where the element corresponding to the \( i^{th} \) row and \( j^{th} \) column \( C_{ij} = \sum_{k=1}^{n} A_{ik} B_{kj}. \)

If \( A = \begin{bmatrix} 1 & 2 & 3 \\ 4 & 5 & 6 \end{bmatrix} \in \mathbb{Q}^{2 \times 3} \), and \( B = \begin{bmatrix} 7 & 8 \\ 9 & 10 \\ 11 & 12 \end{bmatrix} \), then \( C = AB = \begin{bmatrix} 58 & 64 \\ 139 & 154 \end{bmatrix}. \)

The inner product of two vectors \( x \) and \( y \), denoted \( \langle x, y \rangle \), is the product of the matrices corresponding to \( x^T \) and \( y \) which is defined as:

\[
x^T y = \sum_{i=1}^{n} x_i y_i \tag{2.16}
\]

If \( x = \begin{bmatrix} 1 \\ 2 \\ 3 \end{bmatrix}, \) and \( y = \begin{bmatrix} 4 \\ 5 \\ 6 \end{bmatrix}, \) then the inner product \( \langle x, y \rangle = 32. \)

Given a matrix \( A \in \mathbb{Q}^{m \times n} \) and a vector \( x \in \mathbb{Q}^n \), their product \( y = Ax \) defines a linear combination of the columns of \( A \) with coefficients given by \( x \). Alternatively, for a vector \( w \in \mathbb{Q}^m \), the product \( v = w^T A \) defines a linear combination of the rows of \( A \) with coefficients given by the vector \( w \).

A set of vectors \( \{x_1, x_2, \ldots, x_n\} \) is linearly independent if no vector in this set can be written as a linear combination of the remaining vectors. Conversely, any vector which can be written as a linear combination of the remaining vectors is said to be linearly dependent. Specifically, if

\[
x_n = \sum_{i=1}^{n-1} \alpha_i x_i \tag{2.17}
\]
for some \( \{\alpha_1, \alpha_2, \ldots, \alpha_{n-1}\} \), then \( x_n \) is said to be linearly dependent on \( \{x_1, x_2, \ldots, x_{n-1}\} \). Otherwise, it is independent of \( \{x_1, x_2, \ldots, x_{n-1}\} \). For example, the set of vectors

\[
\left\{ \begin{bmatrix} 1 \\ 3 \\ 5 \end{bmatrix}, \begin{bmatrix} 2 \\ 5 \\ 9 \end{bmatrix}, \begin{bmatrix} -3 \\ 9 \\ 3 \end{bmatrix} \right\}
\]

is not linearly independent as

\[
\begin{bmatrix} -3 \\ 9 \\ 3 \end{bmatrix} = 33 \begin{bmatrix} 1 \\ 3 \\ 5 \end{bmatrix} - 18 \begin{bmatrix} 2 \\ 5 \\ 9 \end{bmatrix}
\]

(2.18)

The column rank of a matrix \( A \) is the largest number of columns of \( A \) that form a linearly independent set. Analogously, the row rank of a matrix \( A \) is the largest number of rows of \( A \) that form a linearly independent set. It can be easily seen that the column rank of the matrix

\[
B = \begin{bmatrix} 1 & 2 & -3 \\ 3 & 5 & 9 \\ 5 & 9 & 3 \end{bmatrix}
\]

is 2, and this follows from Equation 2.18.

From the fundamental theorem of linear algebra [75], we know that for every matrix \( A \), its row rank equals its column rank and is referred to as the rank of the matrix \( A \). Therefore, the rank of the matrix \( B \) above is equal to 2.

The span of a set of vectors \( \{x_1, x_2, \ldots, x_n\} \) is the set of all vectors that can be expressed as a linear combination of \( \{x_1, x_2, \ldots, x_n\} \). Therefore,

\[
\text{span}(\{x_1, x_2, \ldots, x_n\}) = \{ v \mid v = \sum_{i=1}^{n} \alpha_i x_i, \alpha_i \in \mathbb{Q} \}
\]

(2.19)

If \( \{x_1, x_2, \ldots, x_n\} \), \( x_i \in \mathbb{Q}^n \) is a set of \( n \) linearly independent vectors, then \( \text{span}(\{x_1, x_2, \ldots, x_n\}) = \mathbb{Q}^n \). Thus, any vector \( v \in \mathbb{Q}^n \) can be written as a linear combination of vectors in the set \( \{x_1, x_2, \ldots, x_n\} \). More generally, for any \( Q = \text{span}(x_1, \ldots, x_n) \subseteq \mathbb{Q}^n \), if every vector \( v \in Q \) can be written as a linear combination of vectors from a linearly independent set \( B = \{b_1, b_2, \ldots, b_k\} \), and \( B \) is minimal, then \( B \) forms a basis of \( Q \), and \( k \) is called the dimension of \( Q \).

The range of a matrix \( A \in \mathbb{Q}^{m \times n} \) is the span of the columns of \( A \). That is,

\[
\text{range}(A) = \{ v \in \mathbb{Q}^m \mid v = Ax, x \in \mathbb{Q}^n \}
\]

(2.20)

The dimension of \( \text{range}(A) \) is also equal to \( \text{rank}(A) \). The null space of a matrix \( A \in \mathbb{Q}^{m \times n} \) is the
set of all vectors that equal to 0 when multiplied by $A$. More precisely,

$$\text{NullSpace}(A) = \{ x \in \mathbb{Q}^n \mid Ax = 0 \}$$  \hspace{1cm} (2.21)

The dimension of $\text{NullSpace}(A)$ is called its nullity. For instance, the matrix

$$A = \begin{bmatrix}
1 & 2 & 3 & 4 \\
5 & 6 & 7 & 8 \\
9 & 10 & 11 & 12 \\
13 & 14 & 15 & 16
\end{bmatrix}$$

has a null space determined by the span of the following set of vectors:

$$\left\{ \begin{bmatrix} 2 \\ -3 \\ 0 \\ 1 \end{bmatrix}, \begin{bmatrix} 1 \\ -2 \\ 1 \\ 0 \end{bmatrix} \right\}$$

with $\text{nullity}(A) = 2$.

From the fundamental theorem of linear algebra [75], for any matrix $A \in \mathbb{Q}^{m \times n}$, we also know the following.

$$\text{rank}(A) + \text{nullity}(A) = n$$  \hspace{1cm} (2.22)

2.3 The Guess-and-Check Algorithm

The GUESS-AND-CHECK algorithm is described in Figure 2.3. The algorithm takes as input a while program $L$, a precondition $\varphi$ on the inputs to $L$, and an upper bound $d$ on the degree of the desired invariant, and returns an algebraic loop invariant $I$. If $L = \text{while } B \text{ do } S$, then recall that $I$ is the strongest predicate such that

$$\varphi \Rightarrow I \text{ and } \{I \land B\} S \{I\}$$  \hspace{1cm} (2.23)

As the name suggests, GUESS-AND-CHECK consists of two phases.

1. **Guess phase** (lines 5–13): this phase processes the data in the form of concrete program states at the loop head to compute a data matrix, and uses linear algebra techniques to compute a candidate invariant.

2. **Check phase** (line 15): this phase uses an off-the-shelf decision procedure for checking if the candidate invariant computed in the guess phase is indeed a true invariant (using the conditions in Equation 2.23) [82].
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Guess-and-Check

Input:
- while program $L$.
- precondition $\varphi$.
- bound on the degree $d$.

Returns: A loop invariant $I$ for $L$.

1: $\vec{x} := \text{vars}(L)$
2: $\text{Tests} := \text{TestGen}(\varphi, L)$
3: $\text{logfile} := []$
4: repeat
5:   for $\vec{t} \in \text{Tests}$ do
6:     $\text{logfile} := \text{logfile} :: \text{Execute}(L, \vec{x} = \vec{t})$
7:   end for
8: $A := \text{DataMatrix}(\text{logfile}, d)$
9: $B := \text{Basis}(\text{NullSpace}(A))$
10: if $B = \emptyset$ then
11:   // No non-trivial algebraic invariant return true
12: end if
13: $I := \text{CandidateInvariant}(B)$
14: $(\text{done}, \vec{t}) := \text{Check}(I)$
15: if $\neg \text{done}$ then
16:   $\text{Tests} := \{\vec{t}\}$
17: end if
18: until $\text{done}$ return $I$

Figure 2.3: Guess-and-Check computes an algebraic invariant for an input while program $L$ with a precondition $\varphi$.

The Guess-and-Check algorithm works as follows. In line 1, $\vec{x}$ represents the input variables of the while program $L$. The procedure TestGen is any test generation technique that generates a set of test inputs Tests each of which satisfy the precondition $\varphi$. Alternatively, our technique could also employ an existing test suite for Tests. The variable logfile maintains a sequence of concrete program states at the loop head of $L$. Line 3 initializes logfile to the empty sequence. Lines 4–19 perform the main computation of the algorithm. First, the program $L$ is executed over every test $\vec{t} \in \text{Tests}$ via the call to Execute in line 6. Execute returns a sequence of program states (variable to value mapping) at the loop head and this is appended to logfile. Note that this can also include the states which violate the loop guard. The function DataMatrix (line 8) constructs a matrix $A$ with one row for every program state in logfile and one column for every monomial from the set of all monomials over $\vec{x}$ whose degree is bounded above by $d$ (as informally illustrated in Section 2.1). The $(i, j)^{th}$ entry of $A$ is the value of the $j^{th}$ monomial evaluated over the program state represented by the $i^{th}$ row.

Next, using off-the-shelf linear algebra solvers, we compute the basis for the null space of $A$ in line 9. As we will see in Section 2.3.1, Theorem 1, the candidate invariant $I$ can be efficiently
computed from $A$ (line 14). If $B$ is empty, then this means that there is no algebraic equation that the data satisfies and we return $true$. Otherwise, the candidate invariant $I$ is given to the checking procedure $Check$ in line 15. The procedure $Check$ uses off-the-shelf algebraic techniques [82] to check whether $I$ satisfies the conditions in Equation 2.23. If so, then $I$ is an invariant and the procedure terminates by returning $I$. Otherwise, $Check$ returns a counter-example in the form of a test input $\vec{t}$ that explains why $I$ is not an invariant – the computation is repeated with this new test input $\vec{t}$, and the process continues until we have found an invariant. Note that when $L$ is executed with $\vec{t}$ then the loop guard might evaluate to $false$. In such a case, the state reaching just before the loop head is added to the log. Hence, the size of logfile strictly increases in every iteration.

In summary, the guess and check phases of $Guess-and-Check$ operate iteratively, and in each iteration if the actual invariant cannot be derived, then the algorithm automatically figures out the reason for this and corrective measures are taken in the form of generating more test inputs (this corresponds to the case where the data generated is insufficient for guessing a sound invariant).

In the next section, we will formally show the correctness of the $Guess-and-Check$ algorithm—we prove that it is a sound and relatively complete algorithm.

### 2.3.1 Connections between Null Spaces and Invariants

In the previous section, we have seen how $Guess-and-Check$ computes an algebraic invariant over monomials $\vec{\alpha}$ which consists of all monomials over the variables of the input while program with degree bounded above by $d$. The starting point for proving correctness of $Guess-and-Check$ is the data matrix $A$ as computed in line 8 of Figure 2.3. The data matrix $A$ contains one row for every program state in logfile and one column for every monomial in $\vec{\alpha}$. Every entry $(i,j)$ in $A = \begin{bmatrix} a_1^T \\ a_2^T \\ \vdots \\ a_m^T \end{bmatrix}$.

In other words, $Aw_i = 0$. This shows that each $w_i$ is a vector in the null space of the data matrix $A$. Conversely, any vector in $NullSpace(A)$ is a reasonable candidate for being a part of an algebraic invariant.

We make the observation that a candidate invariant will be a true invariant if the dimension of the space spanned by the set $\{w_i\}_{1 \leq i \leq k}$ equals $\text{nullity}(A)$. We will assume, without loss of generality, that $\{w_i\}_{1 \leq i \leq k}$ is a linearly independent set. Then, by definition, the dimension of the space spanned by $\{w_i\}_{1 \leq i \leq k}$ equals $k$.

Consider an $n$-dimensional space where each axis corresponds to a monomial of $\vec{\alpha}$. Then the
nullspace

$k$ is a linearly independent set of cardinality $k$. From Lemma 1, we know that $w^T \bar{\alpha} = 0$ is an invariant, that is, $k = 1$. This means that all rows $a_j$ of $A$ satisfy $w^T a_j = 0$. In particular, the points corresponding to the rows of $A$ lie on an $n - 1$ dimensional subspace defined by $w^T \bar{\alpha} = 0$. If the data or program states generated by the test inputs Tests (line 2 in Figure 2.3) is insufficient, then $A$ might not have rows spanning the $n - 1$ dimensions. Therefore, from Equation 2.22, we have $n - \text{rank}(A) = \text{nullity}(A) \geq 1$ if the invariant is a single algebraic equation. Generalizing this, we can say that $\text{nullity}(A)$ is an upper bound on the number of algebraic equations in the invariant.

The following lemmas and theorem formalize this intuition.

**Lemma 1.** (Null space under-approximates invariant). If $\wedge_{i=1}^{k} w_i^T \bar{\alpha} = 0$ is an invariant, and $A$ is the data matrix, then all $w_i \in \text{NullSpace}(A)$.

**Proof.** This follows from the fact that for every $w_i$, $1 \leq i \leq k$, $Aw_i = 0$. \qed

Therefore, the null space of the data matrix $A$ gives us the subspace in which the invariants lie. In particular, if we arrange the vectors which form the basis for $\text{NullSpace}(A)$ as columns in a matrix $V$, then $\text{range}(V)$ defines the space of invariants.

**Lemma 2.** If $\wedge_{i=1}^{k} w_i^T \bar{\alpha} = 0$ is an invariant with the set $\{w_1, w_2, \ldots, w_k\}$ forming a linearly independent set, $A$ is the data matrix and $\text{nullity}(A) = k$, then $\{w_i \mid 1 \leq i \leq k\}$ is a basis for $\text{NullSpace}(A)$.

**Proof.** From Lemma 1, we know that $w_i \in \text{NullSpace}(A)$, $1 \leq i \leq k$. Since $\{w_i \mid 1 \leq i \leq k\}$ is a linearly independent set of cardinality $k$, it follows that $\{w_i \mid 1 \leq i \leq k\}$ is also a basis for $\text{NullSpace}(A)$. \qed

**Theorem 1.** If $\wedge_{i=1}^{k} w_i^T \bar{\alpha} = 0$ is an invariant with the set $\{w_1, w_2, \ldots, w_k\}$ forming a linearly independent set, $A$ is the data matrix and $\text{nullity}(A) = k$, then any basis for $\text{NullSpace}(A)$ forms an invariant.

**Proof.** Let $B = [v_1 \ldots v_k]$ be a matrix with each $v_i$, $1 \leq i \leq k$ being a column vector, and with $\text{span}(\{v_1, \ldots, v_k\})$ equal to $\text{NullSpace}(A)$. That is, $\{v_1, \ldots, v_k\}$ is a basis for $\text{NullSpace}(A)$. From Lemma 1, we know that every $w_i$, $1 \leq i \leq k$, lies in $\text{span}(\{v_1, \ldots, v_k\})$. This means that every $w_i$, $1 \leq i \leq k$, can be written as follows.

$$w_i = Bu_i \quad (2.24)$$

for some vector $u_i \in \mathbb{Q}^k$. Therefore, if $\wedge_{j=1}^{k} v_j^T \bar{\alpha} = 0$, from Equation 2.24, it follows that $w_i^T \bar{\alpha} = 0$, $1 \leq i \leq k$.

From Lemma 2, we know that $\{w_1, w_2, \ldots, w_k\}$ form a basis for $\text{NullSpace}(A)$, and therefore every $v_j$, $1 \leq j \leq k$, can be written as a linear combination of vectors from $\{w_1, w_2, \ldots, w_k\}$. From this, it follows that $\wedge_{i=1}^{k} w_i^T \bar{\alpha} = 0 \implies v_j^T \bar{\alpha} = 0$ for all $1 \leq j \leq k$. Thus, $\wedge_{i=1}^{k} w_i^T \bar{\alpha} = 0 \iff \wedge_{j=1}^{k} v_j^T \bar{\alpha} = 0$. \qed
Theorem 1 precisely defines the implementation to the call CandidateInvariant in line 14 of
algorithm Guess-and-Check. Furthermore, Theorem 1 also states that we need to have enough
data represented by the data matrix $A$ so that $\text{nullity}(A)$ equals $k$, the dimension of the space
spanned by $\{w_i\}_{1 \leq i \leq k}$. If this is indeed the case, then $I \equiv \bigwedge_{j=1}^{k} w_j^T \tilde{\alpha} = 0$ will be an invariant. On
the other hand, if the data is not enough, then Lemma 1 guarantees that the candidate invariant
$I$ is a sound under-approximation of the loop invariant. If the null space is zero-dimensional, then
only the trivial invariant $\text{true}$ constitutes an invariant over conjunction of polynomial equations that
has degree less than equal $d$.

The question of how much data must be generated in order to attain $\text{nullity}(A) = k$ is an
empirical one. In our experiments, we were able to generate invariants using a relatively small data
matrix for various benchmarks from the literature.

2.3.2 Check Candidate Invariants

Computing the null space of the data matrix provides us a way for proposing candidate invariants.
The candidates are complete; they do not miss any algebraic equations. But they might be unsound.
They might contain spurious equations. To obtain soundness, we will use a decision procedure
analogous to the technique proposed in [131].

**Theorem 2** (Soundness). If the algorithm Guess-and-Check terminates and the underlying de-
cision procedure for checking candidate invariants Check is sound, then it returns an invariant.

**Proof.** Using Lemma 1, we know that the candidate invariant always under-approximates the true
loop invariant. Using the fact that the variable $\text{done}$ is assigned $\text{true}$ iff the candidate $I$ is an
invariant, the result is immediate. \hfill $\square$

Next, we prove that the algorithm Guess-and-Check terminates.

**Theorem 3** (Termination). If the underlying decision procedure Check is sound and complete,
then the algorithm Guess-and-Check will terminate after at most $n$ iterations, where $n$ is the
total number of monomials whose degree is bounded by $d$.

**Proof.** Let $A \in \mathbb{Q}^{m \times n}$ be the data matrix computed in line 8 in the Guess-and-Check algorithm.
If the candidate invariant $I$ computed in line 14 of Figure 2.3 is an invariant (that is, $\text{done} = \text{true}$),
then Guess-and-Check terminates.

Therefore, let us assume that $I$ is not an invariant, and let $\tilde{t}$ be the test or counterexample that
violates the candidate invariant as computed in line 15 of the algorithm. As a result, Guess-and-
Check adds $\tilde{t}$ to $A$ resulting in a matrix $\hat{A}$. By construction, we also know that $\tilde{t} \notin \text{range}(A^T)$.
Therefore, it follows that $\text{rank}(\hat{A}) = \text{rank}(A) + 1$. More generally, adding a counter-example to
the data matrix $A$ necessarily increases its rank by 1. From Equation 2.22, we know that the rank
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of $A$ is bounded above by $n$, which implies that Guess-and-Check will terminate in at most $n$ iterations.

Note that since we are concerned with integer manipulating programs, a sound and complete decision procedure for Check cannot exist: the queries are in Peano arithmetic which is undecidable. However, for our experiments, we found that the Z3 [43] SMT solver sufficed (see Section 2.6). Z3 has limited support for non-linear integer arithmetic: It combines extensions on top of simplex and reduction to SAT (after bounding) for these queries. One might try to achieve completeness for Guess-and-Check by giving up soundness. Just as [25, 120, 125], if we interpret program variables as real numbers then Z3 does have a sound and complete decision procedure for non-linear real arithmetic [82] that has been demonstrated to be practical. Since Z3 supports both non-linear integer and real arithmetic, we can easily combine or switch between the two, if desired (see Section 2.6).

2.3.3 Nested Loops

Guess-and-Check easily extends to nested loops, while maintaining soundness and termination properties. Given a program with $M$ loops, we construct data matrices for each loop. Let the number of columns of the data matrix of $i^{th}$ loop be denoted by $n_i$. We run tests and generate candidate invariants $\vec{I}$ at all loop heads. Next, the candidate invariants are checked simultaneously. For checking the candidate invariant of an outer loop, the inner loop is replaced by its candidate invariant and a constraint is generated. For checking the inner loop, the candidate invariant of the outer loop is used to compute a pre-condition. If a counter-example is obtained then it generates more data and invariant computation is repeated. We continue these guess and check iterations until the check phase passes for all the loops; thus, on termination the output consists of sound invariants for all loops. Also, the initial candidate invariants $\vec{I}$ are under-approximations of the actual invariants by Lemma 1, a property that is maintained throughout the procedure and allows us to conclude that when the procedure terminates the output invariants are the strongest possible over algebraic equations. To prove termination, note that each failed decision procedure query increases the rank of some data matrix for some loop, which implies that the number of decision procedure queries which can fail is bounded by $\sum_{i=1}^{M} n_i$. Hence, if $N = \max n_i$ then the total number of decision procedure queries is bounded by $M^2 N$.

The next subsection describes a heuristic to remove unnecessary higher degree monomials which results in smaller data matrices, and therefore offers greater scalability.

2.3.4 Removing higher degree monomials

Consider a situation in which we are interested in the invariant $z = y^3 \land x = z^2$, and the bound on the degree of the desired loop invariant is $d = 3$. Since Guess-and-Check will consider all possible
monomials of degree less than or equal to $d$, it will also consider the monomial $\alpha \equiv x^3$. As a result, we have $\alpha = y^{18}$ and this high degree monomial is unlikely to be a part of the invariant when $d = 3$.

In order to avoid such monomials with an “implicit” high degree, we make a slight modification to the definition of the data matrix $A$ used by the Guess-and-Check algorithm. We add a column (without loss of generality, let this be the last column) to $A$ representing an additional ghost variable $\iota$. This ghost variable $\iota$ plays the role of a loop counter in the while program. Therefore, the value of $\iota$ is also part of the program state and is added to the $logfile$ in line 6 of Figure 2.3.

Using the value of the ghost variable $\iota$, we can discard monomials which grow at a rate $\omega(\iota^d)$ with the number of loop iterations. It should be noted that this heuristic does not always apply. For instance, consider two variables which grow very quickly with respect to the loop counter but have a linear relationship with each other. Discarding monomials corresponding to these quickly growing variables might result in missing a lower degree invariant. For example, consider the program of Fig. 2.4 adapted from [103]. This program has the loop invariant $x(z-1) = y - 1$. If we let the upper bound on the degree $d = 2$, then $x$ and $y$ grow at a rate much greater than $\iota^2$. But we cannot discard the monomials formed from $x$ and $y$ if we want to get the desired invariant. Hence this heuristic can decrease the precision: if the invariant contains a monomial $\alpha$ which we discarded then we will obtain a weaker invariant which does not contain $\alpha$. Soundness and termination are unaffected.

If this heuristic is applicable, then we will discard the columns of the data matrix $A$ corresponding to the monomials which grow at a rate $\omega(\iota^d)$. Note that it is important to discard these quickly growing monomials from an implementation standpoint as well. For our example, when we execute the loop for generating $A$, $\alpha$ will take the values $y^{18}$. This will quickly overflow finite bit numbers and will not allow us to obtain meaningful data.

We will now describe a simple technique for identifying and eliminating quickly growing monomials from the data matrix $A$. We modify the definition of the data matrix $A$ such that its last column (in this case, the $n^{th}$ column) maintains the value of the ghost loop counter $\iota$ for every program state corresponding to a row of $A$. For every monomial $\alpha_j \in \vec{\alpha}$, we consider the tuples $\{(log(\iota(k)), log(\alpha_j(k))) | 1 \leq k \leq m\}$, where $\iota(k)$ denotes the value of $\iota$ in the $k^{th}$ row or program state in the data matrix $A$. If we plot these points in $\mathbb{R}^2$, then the slope of the line passing through these points reflects the rate of growth of $\alpha_j$ with respect to the loop counter. For example, if $y$ is a loop counter and $z = y^3$ is a loop invariant, then the monomial $\alpha = z^2$ will produce a line of slope 6. The best fit line passing through a set of points in $\mathbb{R}^2$ can be easily obtained using standard linear algebra techniques [143].
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Next, from $A$, we discard the columns corresponding to the ghost variable and the monomials which give a line of slope more than $d$ in the log-log plot and the rest of the computation proceeds as described by the algorithm GUESS-AND-CHECK.

2.4 Richer Theories

An interesting question is whether the algorithm GUESS-AND-CHECK generalizes to richer theories beyond polynomial arithmetic. This is indeed possible and entails careful design of the representation of data. For instance, if we want to infer invariants in the theory of linear arithmetic and arrays, we can have an additional column in the data matrix for values obtained from arrays. Similarly, we can have a variable which stores the value returned from an uninterpreted function and assign it a column in the data matrix. So it is possible to use our technique to infer conjunction of equalities in richer theories too if we know the constituents of the invariants. This is analogous to invariant generation techniques based on templates [35, 125].

In order to illustrate how the GUESS-AND-CHECK technique would work for programs with arrays, consider the example program shown in Figure 2.5. We want to prove that the assertion in line 6 holds for all inputs to the program. Assume that we log the values of $a[i]$ and $i$ after every iteration and that the degree bound is $d = 1$. The data matrix that GUESS-AND-CHECK constructs will have two columns and let us assume that we run a single test with input $n = 4$ which results in the data matrix rows corresponding to program states induced by this input at the loop head in the program as shown below.

$$
A = \begin{bmatrix}
  i & a[i] \\
  0 & 0 \\
  1 & 1 \\
  2 & 2 \\
  3 & 3
\end{bmatrix}
$$

(2.25)

The null space of $A$ is defined by the basis vector $B = [1, -1]^{T}$, and therefore we obtain the invariant $a[i] = i$ which is sufficient to prove that the assertion holds.

Our approach of using a dynamic analysis technique to generate data in the form of concrete program states and augmenting it with a decision procedure to obtain a sound technique is a general one. We can take the method for discovering array invariants or polynomial inequalities of [107] and extend it to a sound procedure in a similar fashion.
1: (i,a[0]) = (0,0);
2: while (i < n) do
3: i := i+1;
4: a[i] := a[i-1]+1;
5: done
6: assert(a[n] == n);

Figure 2.5: Example with equality invariant over arrays.

2.5 From Algebraic to Linear Invariants

Conventional invariant generation techniques for linear equalities [85] do not handle disjunctions. Using disjunctive completion to obtain disjunctions of equalities entails a careful design of the widening operator. Techniques for generation of non-linear invariants can generate algebraic invariants that are equivalent to a boolean combination of linear equalities. But if these invariants are to be consumed by a tool that understands only linear arithmetic, it is important to obtain the original linear invariant from the algebraic invariant. For example, verification engines like [64] are based on linear arithmetic and cannot use non-linear predicates for predicate abstraction. It is not obvious how this step can be performed since the discovered polynomials might not factor into linear factors.

Since our approach is data driven, we can solve this problem using standard machine learning techniques. Here is another perspective on converting algebraic to linear invariants. Assume that the algebraic invariant is equivalent to a boolean combination of linear equalities. Express this linear invariant in DNF form. For instance, suppose we have the DNF formula $y = -x \lor y = x$. The rows of the data matrix $A$ are satisfying assignments of this DNF formula. Hence, each row satisfies some disjunct: each row of $A$ satisfies $y = -x$ or $y = x$. If we create partitions of our data such that the states in each partition satisfy the same disjunct, then all the states of a single partition will lie on a subspace: they will satisfy some conjunction of linear equalities. The aim is to find the subspaces in which the states lie. Since a subspace represents a conjunction of linear equalities, a disjunction of all such subspaces can represent an invariant that is a boolean combination of linear equalities.

The problem of obtaining boolean combinations of linear equalities that a given data matrix satisfies is called subspace segmentation in the machine learning community. This problem arises in applications such as face clustering, video segmentation, motion segmentation, and several algorithms have been proposed over the years. In this section we will apply the algorithm of Vidal, Ma, and Sastry [147] to obtain linear invariants from algebraic invariants. The main insight is that the derivative of the polynomials constituting the algebraic invariant evaluated at a program state characterizes the subspace in which the state lies.

The derivative of the polynomial corresponding to the algebraic invariant for Figure 2.2, that is, $x^2 - y^2$ is $[2x, -2y]$: the first entry is partial derivative w.r.t. $x$ and the second entry is the partial derivative w.r.t. $y$. Running the program with test input $x \in \{-1,1\}$ for say 4 iterations each will
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results in a data matrix $A$ with 10 rows. The first and last rows are shown:

$$A = \begin{bmatrix} 1 & x & y & y^2 & x^2 & xy \\ 1 & -1 & 1 & 1 & 1 & -1 \\ 1 & 5 & 5 & 25 & 25 & 25 \end{bmatrix}$$

(2.26)

Evaluating the derivative at first state of $A$ gives us $[-2, -2]$. This shows that the first state belongs to $-2x - 2y = 0$ i.e. $x = -y$. Evaluating at the last state gives us $[10, -10]$, which shows that the last state belongs to $10x - 10y = 0$ or $x = y$. The other 8 states of $A$ (not shown in Equation 2.26) also belong to $x = y$ or $x = -y$ and we return the disjunction of these two predicates as the candidate invariant. The relationship between the boolean structure of a linear invariant and its equivalent algebraic invariant can be described as follows: the number of conjunctions in the linear invariant (in CNF form) corresponds to the number of conjunctions in the algebraic invariant, and the number of disjunctions in the linear invariant (in DNF form) corresponds to the degree of the algebraic invariant.

Now we explain why this approach works. We sketch the proof from [147] for the case when there is a single algebraic equation $f(\vec{x}) = 0$, that is, the invariant is a disjunction of linear equalities. The case of multiple algebraic equations is similar. Say the invariant is $\bigvee_i w_i^T \vec{x} = 0 \iff (\prod_i w_i^T \vec{x}) = 0 \equiv f(\vec{x}) = 0$. The derivative of $f(\vec{x})$, denoted by $\nabla f(\vec{x})$, is a vector of $|\vec{x}|$ elements where the $l^{th}$ element of the vector is a partial derivative with respect to the $l^{th}$ variable:

$$(\nabla f(\vec{x}))_l = \frac{\partial f(\vec{x})}{\partial x_l}.$$ 

Now using,

$$\nabla (f(\vec{x})g(\vec{x})) = (\nabla f(\vec{x}))g(\vec{x}) + f(\vec{x})(\nabla g(\vec{x}))$$

and

$$\nabla w^T \vec{x} = \left[ \frac{\partial w_1 x_1}{\partial x_1}, \ldots, \frac{\partial w_n x_n}{\partial x_n} \right]^T = w \text{ where } |\vec{x}| = n$$

we obtain:

$$\nabla f(\vec{x}) = \nabla \left( \prod_i w_i^T \vec{x} \right) = \sum_i w_i \prod_{j \neq i} (w_j^T \vec{x})$$

Say a program state $a$ satisfies $w_k^T a = 0$. Then $(\nabla f)(a)$ is a scalar multiple of $w_k$ because $\prod_{j \neq i} w_j^T a = 0$ for $i \neq k$. Hence evaluating the derivative at a program state provides the subspace in which the state lies. For more details, the interested reader is referred to [147]. Next we remove from $A$ the states that lie in the same subspace. If $A$ still contains a program state then we can repeat by finding the derivative at that state. In the end we get a collection of subspaces that contain every state of the original data-matrix. A union of these subspaces gives us a boolean combination of linear equalities.
**Theorem 4.** Given an algebraic invariant $\mathcal{I} = \text{NullSpace}(A)$ equivalent to a linear invariant, the procedure of [147] finds a linear invariant equivalent to $\mathcal{I}$.

Note that this conversion is unsound if no equivalent linear invariant exists. Hence the linear predicate should be checked for equivalence with the algebraic invariant; this check can be performed using a decision procedure. Note that we are able to easily incorporate the technique of [147] with GUESS-AND-CHECK as our technique is data driven. Also, this conversion just requires differentiating polynomials symbolically, that can be performed linearly in the size of the invariant, and evaluating the derivative at all points in the data matrix. The latter operation is just a matrix multiplication. Hence this algorithm is quite efficient.

### 2.6 Experimental Evaluation

We evaluate the GUESS-AND-CHECK algorithm on a number of benchmarks from the literature on generation of algebraic invariants [120, 121, 125]. All experiments were performed on a 2.5GHz Intel i5 processor system with 4 GB RAM running Ubuntu 10.04 LTS.

**Benchmarks** The benchmarks over which we evaluated the GUESS-AND-CHECK algorithm are from a number of recent research papers on inferring algebraic invariants. These are shown in the first column of Table 4.1. The first three programs are benchmarks from [125]. The first program, Muli2, multiplies two numbers by repeated addition. The second program, LCM/GCD, computes the greatest common divisor and least common multiple of two numbers. Div divides two numbers to obtain a quotient and a remainder. The next two programs are from [120]. Bezout uses extended Euclid’s algorithm to compute Bezout’s coefficients. Factor finds a divisor of a number. The next three programs are examples from [121]. Prod is a different way of multiplying two numbers. Petter computes the sum $\sum i^5$. Dijkstra [44] computes least common multiple and greatest common divisor of two numbers simultaneously. The next eight programs are examples in [113]. Cubes computes the cube of a number. The programs geoReihe1/2/3 compute geometric sums. The program potSumm1/2/3/4 computes $\sum_i i^x$, where $x \in \{0, 1, 2, 3\}$.

These programs were implemented in C for data generation. Programs such as potSumm4, Petter, and geoReihe3 required the removal of higher degree monomials because some of the monomials overflowed C integers (see Section 2.3.4).

**Evaluation** Our approach can be described as a combination of the following components:

1. Test case generation engine: Generally, the programs have tests and we can leverage the existing tests for the purpose of data generation. If these tests are insufficient then the check phase can generate new tests.
<table>
<thead>
<tr>
<th>Name</th>
<th>#vars</th>
<th>deg</th>
<th>Data</th>
<th>#and</th>
<th>Guess time (s)</th>
<th>Check time (s)</th>
<th>Total time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mul2</td>
<td>4</td>
<td>2</td>
<td>75</td>
<td>1</td>
<td>0.0007</td>
<td>0.010</td>
<td>0.0107</td>
</tr>
<tr>
<td>LCM/GCD</td>
<td>6</td>
<td>2</td>
<td>329</td>
<td>1</td>
<td>0.004</td>
<td>0.012</td>
<td>0.016</td>
</tr>
<tr>
<td>Div</td>
<td>6</td>
<td>2</td>
<td>343</td>
<td>3</td>
<td>0.454</td>
<td>0.134</td>
<td>0.588</td>
</tr>
<tr>
<td>Bezout</td>
<td>8</td>
<td>3</td>
<td>362</td>
<td>5</td>
<td>0.765</td>
<td>0.149</td>
<td>0.914</td>
</tr>
<tr>
<td>Factor</td>
<td>5</td>
<td>3</td>
<td>100</td>
<td>1</td>
<td>0.002</td>
<td>0.010</td>
<td>0.012</td>
</tr>
<tr>
<td>Prod</td>
<td>5</td>
<td>2</td>
<td>84</td>
<td>1</td>
<td>0.0007</td>
<td>0.011</td>
<td>0.0117</td>
</tr>
<tr>
<td>Petter</td>
<td>2</td>
<td>6</td>
<td>10</td>
<td>1</td>
<td>0.0003</td>
<td>0.012</td>
<td>0.0123</td>
</tr>
<tr>
<td>Dijkstra</td>
<td>6</td>
<td>2</td>
<td>362</td>
<td>1</td>
<td>0.003</td>
<td>0.015</td>
<td>0.018</td>
</tr>
<tr>
<td>Cubes</td>
<td>4</td>
<td>3</td>
<td>31</td>
<td>10</td>
<td>0.014</td>
<td>0.062</td>
<td>0.076</td>
</tr>
<tr>
<td>geoReihe1</td>
<td>3</td>
<td>2</td>
<td>25</td>
<td>1</td>
<td>0.0003</td>
<td>0.010</td>
<td>0.0103</td>
</tr>
<tr>
<td>geoReihe2</td>
<td>3</td>
<td>2</td>
<td>25</td>
<td>1</td>
<td>0.0004</td>
<td>0.017</td>
<td>0.0174</td>
</tr>
<tr>
<td>geoReihe3</td>
<td>4</td>
<td>3</td>
<td>125</td>
<td>1</td>
<td>0.001</td>
<td>0.010</td>
<td>0.011</td>
</tr>
<tr>
<td>potSumm1</td>
<td>2</td>
<td>1</td>
<td>5</td>
<td>1</td>
<td>0.0002</td>
<td>0.011</td>
<td>0.0112</td>
</tr>
<tr>
<td>potSumm2</td>
<td>2</td>
<td>2</td>
<td>5</td>
<td>1</td>
<td>0.0002</td>
<td>0.009</td>
<td>0.0092</td>
</tr>
<tr>
<td>potSumm3</td>
<td>2</td>
<td>3</td>
<td>5</td>
<td>1</td>
<td>0.0002</td>
<td>0.012</td>
<td>0.0122</td>
</tr>
<tr>
<td>potSumm4</td>
<td>2</td>
<td>4</td>
<td>10</td>
<td>1</td>
<td>0.0002</td>
<td>0.010</td>
<td>0.0102</td>
</tr>
</tbody>
</table>

Table 2.1: Evaluation for inference of algebraic invariants. **Name** is the name of the benchmark; **#vars** is the number of variables in the benchmark; **deg** is the user specified maximum possible degree of the discovered invariant; **Data** is the number of times the loop under consideration is executed over all tests; **#and** is the number of algebraic equalities in the discovered invariant; **Guess** is the time taken by the guess phase of Guess-and-Check in seconds. **Check** is the time in seconds taken by the check phase of Guess-and-Check to verify that the candidate invariant is actually an invariant. The last column represents the total time taken by Guess-and-Check.

2. Program instrumentation: We need to add instrumentation to print the memory state of the program to a log. Standard compiler infrastructures like LLVM [29] can facilitate this task.

3. Linear algebra engine: A variety of engines, like SAGE [139] and MATLAB can compute the null space of a matrix.

4. Loop body to a constraint: This can be considered as a source to source transformation and tools like HAVOC [11] can compile programs written in C to SMT-LIB constraints.

5. Theorem prover: This is an off-the-shelf SMT solver which can reason about non-linear arithmetic [1, 43].

6. Feedback mechanism: We need to extract satisfying assignments from the theorem prover and append them to our data log. This assumes the completeness of the prover: if the formula is SAT the the prover can return a satisfying assignment.

Next, we describe our implementation and our experimental results of Table. 4.1. The second column of Table 4.1 shows the number of variables in each benchmark program. The third column shows the upper bound for the degree of the polynomials in the inferred invariant. The fourth column
shows the number of rows of the data matrix. The data or tests were generated naively; each input
test was allowed to take values from 1 to \( N \) where \( N \) was between 5 and 20 for the experiments.
Hence if there were two input variables we had \( N^2 \) tests. These tests were executed till termination.

While it is possible to generate tests more intelligently (e.g., by generating counterexamples
for failed invariants as suggested in Section 2.1), using inputs from a very small bounding box
demonstrates the generality of our technique by not tying it to any symbolic execution engine. Note
that including all the states reaching the loop head, over all tests, can include redundant states
that do not affect the output. Since the algorithms for null space computation are quite efficient,
we do not attempt to identify and remove redundant states. If needed, heuristics like considering
a random subset of the states \([107]\) can be employed to keep the size of data matrices small. The
fifth column shows the number of algebraic equations in the discovered loop invariant. For most of
the programs, a single algebraic equation was sufficient. The null space and the basis computations
were performed using off-the-shelf linear algebra algorithms in MATLAB. \textsc{Guess-and-Check} finds
the same invariants as reported in the earlier papers \([113, 120, 121, 125]\). For the programs \textsc{Div} and
\textsc{Cubes}, the invariants found had some redundancy. For instance, we obtained the following three
invariants for the program \textsc{Div}.

\[
\begin{align*}
y_1 y_3 + y_2 y_4 & = y_3 x_1 \\
x_2 y_3 & = y_2 \\
y_1 + x_2 y_4 & = x_1
\end{align*}
\]

These invariants are linearly independent. Using the cancellation laws of multiplication, it can be
seen that the third invariant \( x_1 = y_1 + x_2 y_4 \) follows from the other two. Since these algorithms
for computing null spaces operate on raw data, with no knowledge of what the data represents, they
will not be able to remove redundancy caused by more complex axioms of arithmetic, such as those
corresponding to non-linear operations like multiplications and divisions. The best they can do to
remove redundancy is to ensure linear independence. Techniques like Gröbner bases can be used to
remove redundancy. Alternatively, a decision procedure can be used to remove redundant algebraic
equations \([107]\). The time (in seconds) taken by the guess phase of \textsc{Guess-and-Check} is reported
in the sixth column of Table 4.1.

The reader might notice that our implementation is significantly faster when \#and equals one.
This is due to an implementation trick. MATLAB provides two algorithms for computing the null
space of a matrix. The first is a numerical algorithm which has been significantly optimized. The
second is an exact algorithm over the rationals which is comparatively slower. Our implementation
first tries to use the faster numerical algorithm for computing the null space and the nullity. If the
nullity is one, then it is very simple to obtain a vector in the null space which has all its coordinates
as exact integers from the numerical output. This process is not so obvious when nullity is more
than one. Since we need to supply an exact predicate to the check step, we use the slow exact
algorithm when the nullity is more than one.

For example, consider the following matrix:

\[
A = \begin{bmatrix}
1 & 1 \\
2 & 2
\end{bmatrix}
\]

On executing `null(A)` in MATLAB (the optimized numerical algorithm), we get, within 0.0002
seconds, that the null space is spanned by the vector \([-0.7071, 0.7071]^T\). From this we can conclude
that the null space is spanned by the vector \([-1, 1]^T\). On executing `null(A, 'r')` in MATLAB (the
slower exact algorithm), we get within 0.0007 seconds that the null space is spanned by \([-1, 1]^T\).
Hence using the faster numerical algorithm explains why our implementation is significantly faster
when \# and is one.

We use Z3 [43] for checking that the proposed invariants are actually invariants (implementation
of Check procedure in the Guess-and-Check algorithm). Theorem prover Z3 was able to easily
handle the simple queries made by Guess-and-Check, because once an invariant has been obtained,
the constraint encoding that the invariant is inductive is quite a simple constraint to solve and our
naively generated tests were sufficient to generate an actual invariant. For all programs, except
Div, we declare the variables as integers. So even though these queries are in Peano arithmetic,
and can contain integer division and modulo operators, the decision procedure is able to discharge
them. For Div the invariant that [125] finds is inductive only if the variables are over reals. When
we execute Guess-and-Check on Div, where the queries are in Peano arithmetic, we obtain the
trivial invariant true after three guess-and-check iterations. Next, we lift the variables to reals when
querying Z3. Now, we discover the invariant found by [125] in one guess-and-check iteration and
this is the result shown in Table 4.1. By the soundness of our approach, we conclude that an
approach producing a non-trivial algebraic invariant for this benchmark can be unsound for integer
manipulating programs containing division or modulo operators.

Finally, the time taken by Guess-and-Check on these benchmarks is comparable to the state-
of-the-art correct-by-construction invariant generation techniques [25]. Since these benchmarks are
small and the time taken by both our technique and [25] is less than a second on these programs,
a comparison of run times may not be indicative of performance of either approach on larger loops.
For these benchmarks, our algorithm is significantly faster than any algorithm using Gröbner bases.
For instance, on the benchmark factor, [121] takes 55.4 seconds, while [120] takes 2.61 seconds.
We discover the same invariant in 0.012 seconds. However, the exact timings must be taken with a
grain of salt (we are running on a newer generation of hardware). We leave the collection of a hard
benchmark suite for algebraic invariant generation tools as future work.
2.7 Related Work

The work described in this chapter can be seen as an instantiation of the framework described in [152]. This framework has previously been instantiated with predicate abstraction and three valued logic [122]. In this chapter, we instantiated this framework with a different abstraction, algebraic equations.

Next, we place the Guess-and-Check algorithm in the context of existing work on discovering algebraic loop invariants. Sankaranarayanan et al. [125] describe a constraint based technique that uses user-defined templates for computing algebraic invariants. Their objective is to find an instantiation of these templates that satisfies the constraints and this corresponds to an invariant. The constraints that they use contain quantifiers and therefore the cost of solving them is quite high.

Müller-Olm et al. [34, 103] define an abstract interpretation based technique which is sound and generates all possible algebraic invariants which can be obtained by combination of user provided monomials. Rodríguez-Carbonell et al. [120] also describe an abstract interpretation based technique for discovering algebraic invariants. In order to ensure termination, they rely on a widening operator which is precise enough to generate all invariants whose degree is bounded by a user defined constant. They also empirically evaluate their technique which works very well on a number of small benchmark programs. The same authors, in subsequent work [121], under some technical assumptions on program syntax, provide a fully automatic, sound, complete, and terminating algorithm, which was later extended by Kovács [89].

All of the above mentioned techniques require the heavy technical machinery of Gröbner bases [41] and require restrictions on program syntax, some of which are quite technical, in order to achieve soundness. Recently, Nguyen et al. [107] have proposed a dynamic analysis for inference of candidate invariants. They do not provide any formal characterization of the output of their algorithm and do not prove any soundness or completeness theorems. Their technique has reasonable running time and assumes an upper bound on the degree as input. As noted in [107], our approach can also take advantage of the number of approaches on test case generation developed specifically for the purpose of dynamic invariant generation [72, 73, 150].

More recently, Cachera et al. [25] have extended the work of Müller-Olm et al. [103] to provide an abstract interpretation based algorithm which handles a richer but still somewhat restricted program syntax and achieves a fixpoint in one iteration as opposed to an unknown number of iterations of [103]. Their approach has reasonable running time and requires the degree as input. In contrast, our technique does not require any restriction on program syntax explicitly. We shift the burden of checking an invariant to a decision procedure [82]. In other words, we can handle any program which our decision procedure can handle. This allows us to handle programs with say division and modulo operations, which no existing abstract interpretation based technique is capable of handling: Cachera et al. removed these operators manually [25]. The soundness and completeness of our algorithm follows from the soundness and completeness of the underlying decision procedure.
Moreover, together with these theoretical guarantees, our technique has been implemented and evaluated over a number of benchmarks with encouraging results.

Some other related work includes the following: Amato et al. [4] analyze data from program executions to tune their abstract interpretation. Bagnara et al. [9] introduce new variables for monomials and generate linear invariants over them by abstract interpretation. Inference of linear equalities (as opposed to algebraic equalities) is well studied [40]. The InvGen tool can solve matrix equations to infer linear equalities [71]. The Daikon tool [49] generates likely invariants from tests and templates. In the context of Daikon, it is interesting to note from [108] that very few test cases suffice for invariant generation. Indeed, this has been our experience with the Guess-and-Check as well.

In contrast to all the other techniques which fall into the category of “correct by construction” techniques, the guessing phase of the Guess-and-Check algorithm will not miss any invariant but can produce spurious ones. The spurious invariants can be removed by running more tests, or in a more systematic fashion by using a decision procedure. Assuming the decision procedure can handle queries which encode the text of the program as constraints, we can get rid of these spurious algebraic equations. Since reasoning about non-linear arithmetic is a hard problem in general, our checking procedure has a high complexity, but as our experiments indicate, the hard cases happen rarely in practice. In contrast to the technique in [125] where the constraint solver solves synthesis constraints for invariant inference, the check phase of our algorithm constructs constraints for verifying whether the given candidate invariant is actually an invariant. These constraints are much simpler than the ones for directly synthesizing invariants which reduces the load on the decision procedure and thus makes the Guess-and-Check approach very efficient in practice.
Chapter 3

Binary Equivalence

In the previous chapter, we described a technique to infer equality invariants. In this chapter we show how this technique aids in constructing formal proofs of equivalence.

Equivalence checking of loops is a fundamental problem with potentially significant applications, particularly in the area of compiler optimizations. Unfortunately, the current state of the art in equivalence checking is quite limited: given two assembly loops, no previous technique is capable of verifying equivalence automatically, even if they differ only in the application of standard loop optimizations. In this chapter, we discuss the first practically useful, automatic, and sound equivalence checking engine for loops written in x86.

Proofs of equivalence at the binary level are more desirable than proofs at the source or RTL level, because such proofs minimize the trusted code base. For example, a bug in the code generator of a compiler can invalidate a proof performed at the RTL level or we can have a “what you see is not what you execute” (WYSINWYX) phenomenon [10] and the generated binary can deviate from what is intended in the source.

Existing techniques for proving equivalence can be classified into three categories: sound algorithms for loop-free code [6, 42, 51, 52, 97]; algorithms that analyze finite unwindings of loops or finite spaces of inputs [79, 90, 112, 117]; algorithms that require knowledge of the particular transformations used for turning one program into another [101, 140] and the order in which the transformations have been applied [60, 105, 115]. In contrast, our approach to handling equivalence checking of loops does not assume any knowledge about the optimizations performed.

We have implemented a prototype version of our algorithm in a system called DDEC (Data-Driven Equivalence Checker). This tool checks the equivalence of two loops written in x86 assembly. In outline the tool works as follows. First, DDEC guesses a simulation relation [105]. Roughly speaking, a simulation relation breaks two loops into a set of pairs of loop-free code fragments. Logical formulas associated with each pair describe the relationship of the input states of the fragments to the output states of the fragments. Second, DDEC generates verification conditions encoding
the x86 instructions contained in each loop-free fragment as SMT \[43\] constraints. Finally, DDEC constructs queries which verify that the guessed relationships between the code fragments in fact hold. By construction, if the queries succeed they constitute an inductive proof of equivalence of the two loops.

It is worth stressing that DDEC works directly on unmodified binaries for x86 loops. The x86 instruction set is large, complex, and difficult to analyze statically. The key idea that makes DDEC effective in practice, and even simply feasible to build, is that the process of guessing a simulation relation (step 1 above) is constructed not via static code analyses, but by using data collected from test cases. Because DDEC is data driven, it is able to directly examine the precise net effect of code sequences without first going through a potentially lossy abstraction step. Of course, the use of test cases is an under-approximation and may not capture all possible loop behaviors. Nonetheless, DDEC is sound; a lack of test coverage may cause equivalence checking to fail, but it cannot result in the unsound conclusion that two loops are equivalent when they are not.

While our main result is simply a sound and effective approach to checking the equivalence of loops, we also show that sufficiently powerful equivalence checking tools such as DDEC have novel applications. In particular, we are able to verify the equivalence of binaries produced by completely different compiler toolchains. For a representative set of benchmarks, we automatically prove the equivalence of code produced by CompCert and gcc (with optimizations enabled), which allows us to certify the correctness of the entire gcc compilation or, conversely, to produce more performant CompCert code. Additionally, we extend the applicability of STOKE \[126\], a superoptimizer for straight-line programs, to loops. We replace STOKE's validator by DDEC and the resulting implementation is able to perform optimizations beyond STOKE's original capabilities, in fact producing verified code which is comparable in performance to gcc -O3.

DDEC is not without limitations. In particular, DDEC restricts the expressiveness of invariants required for a proof to be conjunctions of linear or nonlinear equalities. However, for most interesting intra-procedural optimizations, simple equalities appear to be sufficiently expressive \[105, 119, 140\]. DDEC is also currently unable to reason about floating point computations, simply because the current generation of off-the-shelf SMT solvers do not support floating point reasoning. Floating point reasoning is orthogonal to our contributions; when even limited floating point reasoning becomes available, DDEC can incorporate it immediately. However, the current state of the art limits the demonstration of DDEC to loops that work only with non-floati point values.

We begin by providing a detailed, but informal, worked example (Section 3.1), which is followed by a presentation of the equivalence checking algorithm (Section 3.2). Next we describe the implementation of DDEC (Section 3.3). Our evaluation (Section 3.4) shows DDEC is competitive with the state of the art in equivalence checking and presents the novel applications described above. Discussions of related work, limitations, and future work are included in Section 3.5.
Figure 3.1: Equivalence checking for two possible compilations: (A) no optimizations applied either by hand or during compilation, (B) optimizations applied. Cutpoints (a, b, c) and corresponding paths (i-vi) are shown.

3.1 A Worked Example

Figure 4.1 shows two versions of a function taken from [140]. The straightforward implementation $X$ is optimized using a strength reduction [7] to produce the code $Y$; corresponding x86 assembly codes $T$ and $R$ are shown beneath each source code function. We use primes (′) to represent program points and registers corresponding to the optimized code, which we call the rewrite $R$, and unprimed quantities for those corresponding to the unoptimized code, which we call the target $T$, throughout the chapter. The generation of $R$ also involves some low level compiler optimizations such as the use of an x86 conditional-move (instruction 11′ of $R$) to eliminate a jump (instruction 12 of $T$).

We are unaware of any fully automatic technique capable of verifying the equivalence of $T$ and $R$. Nonetheless, our goal is to verify equivalence in the absence of source programs, manually written
expert rules for equivalence, source code of the compiler(s) used, and compiler annotations—in other words, given only the two assembly programs and no other information. All of these features are necessary requirements to check equivalence at the assembly level when no knowledge is available about the relationship between the two codes. This situation arises, for example, in verifying the correctness of Stoke optimizations [126].

To verify that $T$ and $R$ are equivalent, we must confirm that whenever $T$ and $R$ begin execution in identical machine states and $T$ runs to completion, $R$ is guaranteed to terminate in the same machine state as $T$ and with the same return value. In this example, which does not use memory, we limit our discussion of machine states to a valuation of the subset of hardware registers that the two codes use: $eax$, $ebx$, $ecx$, $esi$, and $edi$ (our technique does not make this assumption in general and handles memory reads and writes soundly). We also assume that we know which registers are live on exit from the function, which in this case is just the return value $eax$. We stress that the following discussion takes place entirely at the assembly level and does not assume any information about the sources $X$ or $Y$.

We use the well-known concept of a cutpoint [145] to decompose equivalence checking of two loops into manageable sub-parts. A cutpoint is a pair of program points, one in each program. Cutpoints are chosen to divide the loops into loop-free segments. The cutpoints in Figure 1, labeled $a$, $b$, and $c$, segment the programs as follows: 1) the code from $a$ to $b$ excluding the backedge of the loop, 2) the code that starts from $b$, takes the backedge once, and comes back to $b$, and 3) the code that starts from $b$, exits the loop, and terminates at $c$. Using these three cutpoints, we can produce an inductive proof of equivalence which proceeds as follows. Our goal is to show that the executions of $T$ and $R$ move together from one cutpoint to the next and that at each cutpoint, certain invariants are guaranteed to hold. The required invariants at $a$ and $c$ follow directly from the problem statement. At point $a$, we require that $T$ and $R$ agree on the initial machine states. Similarly at point $c$, we require that $T$ and $R$ agree on the return value stored in $eax$.

We now encounter two major difficulties in producing a proof of equivalence. The first problem we encounter is identifying the invariant that must hold at $b$. This invariant, $I$, is a relation between the machine states of $T$ and $R$. In this chapter, we consider invariants that consist of equality relationships between elements of the two machine states. Once we have identified the appropriate invariant $I$, an inductive proof would take the following form:

1. If $T$ and $R$ begin in $a$ with identical machine states and transition immediately to $c$, they terminate with identical return values.

2. If $T$ and $R$ begin in $a$ with identical machine states and transition to $b$, they both satisfy $I$.

3. If $T$ and $R$ begin in $b$ satisfying $I$, and return to $b$, then $I$ still holds.

4. If $T$ and $R$ begin in $b$ satisfying $I$ and transition to $c$, they terminate with identical return values.
However, this proof is still incomplete. It does not guarantee that if \( T \) makes a transition, then \( R \) makes the same transition: we do not for instance want \( T \) to transition from \( a \) to \( b \) while \( R \) transitions from \( b \) to \( c \). The proof can be completed as follows.

Every transition between cutpoints is associated with some instructions of \( T \) and \( R \): these are the instructions, or code paths, which need to be executed to move from one cutpoint to the next. For example, in moving from cutpoint \( b \) to \( c \), \( T \) and \( R \) execute the instructions shown in code paths \( vi \) of Figure 4.1. A code path \( p_A \) of \( T \) corresponds to a code path \( p_B \) of \( R \) if they start and end at the same cutpoints and when \( T \) executes \( p_A \) then \( R \) executes \( p_B \). Figure 4.1 shows a complete set of corresponding paths: \( i \) and \( ii \) are associated with transition \( a \)-\( b \), \( iii \) is associated with \( a \)-\( c \), \( iv \) and \( v \) are associated with \( b \)-\( b \) and \( vi \) is associated with \( b \)-\( c \). We need to check that when \( T \) executes a code path then \( R \) can only execute the corresponding paths. Identifying these corresponding paths is a second major difficulty. The question of what invariants hold at \( b \) is crucial, as these must be strong enough to statically prove that the execution of \( R \) follows the corresponding paths of \( T \) and that the executions of both \( T \) and \( R \) proceed through the same sequence of cutpoints.

Our solution to both problems, identifying the equalities that hold at \( b \) and the corresponding paths of the two programs, is to analyze execution data. We identify corresponding paths by matching program traces for both loops on the same test inputs against the set of cutpoints. We observe the instructions executed by \( T \) and \( R \) in moving from one cutpoint to the next and label them as corresponding. For example, for a test case with initial state \( edi = 0 \) and \( esi = 1 \), \( T \) begins its execution from \( a \) and executes instructions 1 to 16 to reach \( b \). It then exits the loop and transitions from \( b \) to \( c \) by executing instruction 17. \( R \) begins its execution from \( a \) and executes instructions 1' to 14' to reach \( b \). It then executes instruction 15' to reach \( c \). From this test case, we observe that code paths with instructions 1 to 16 correspond to instructions 1' to 14' (\( i \)) and 17 corresponds to 15' (\( vi \)).

The equality conditions at \( b \) can be determined by inserting instrumentation at \( b \) to record the values of the live program registers for both programs and observing the results. For a test input where \( edi = 0 \) and \( esi = 2 \), we obtain the following matrix where each row corresponds to the values in live registers when both programs pass through \( b \):

\[
\begin{bmatrix}
  eax & esi & edi & ecx & eax' & ecx' & edx' & esi' \\
  0 & 1 & 1 & 2 & 0 & 5 & 1 & 2 \\
  5 & 2 & 2 & 2 & 5 & 10 & 2 & 2
\end{bmatrix}
\]

The first row says that when \( T \) reaches \( b \) for the first time the registers have the values shown in columns \( eax \), \( esi \), \( edi \), and \( ecx \); when \( R \) reaches \( b \) for the first time, the registers have values shown in \( eax' \), \( ecx' \), \( edx' \), and \( esi' \). The second row shows the values of registers when \( b \) is reached the second time, i.e., in the next iteration of \( T \) and \( R \). Using standard linear algebra techniques (Section 2.3.1), it is possible to extract the following relationships, which are sufficient candidates
for the equalities which must hold at $b$: $\text{eax} = \text{eax}'$, $5 \ast \text{esi} = \text{ecx}'$, $\text{edi} = \text{edx}'$, and $\text{ecx} = \text{esi}'$.

Chapter 2 describes the use of linear algebra on test data for invariant inference and its limitations. The process may generate spurious equality relationships in the guess phase [107], however these can be systematically eliminated using a theorem prover in the check phase [129]. We note that this method assumes that equality relationships are sufficient to prove program equivalence and we do not, for example, consider invariants which contain inequalities. Previous work on translation validation [105, 140] makes the same assumption, which we find to be largely sufficient in practice (see Section 3.4).

Although it is possible that the tests used to generate these values do not produce sufficient coverage, and that either more corresponding paths exist, or spurious equality relationships are discovered at $b$, the consequence is simply that the proof will fail, and we will report that the two functions may be different. We may then reattempt the proof with more test cases, but a lack of test data cannot cause an unsound result. Barring this possibility, almost all of the limitations of DDEC can be mapped to the restricted expressiveness of invariants. Better invariant generation techniques will only improve performance.

## 3.2 Algorithm

We now present a formal description of the algorithm sketched in Section 3.1. We assume we are given two functions $T$ and $R$, each containing one natural loop and no function calls. We infer a candidate simulation relation consisting of cutpoints and linear equalities as invariants. Then we check whether the candidate is an actual simulation relation, and if so then we have a proof of equivalence. We consider functions containing multiple loops, calling other functions, and inference of non-linear invariants in Section 3.2.1.

As is standard, we make a distinction between $T$, the target or reference code, and $R$, the rewrite or proposed replacement for the target $T$. A program state consists of a valuation of registers, current stack frame, and memory. The memory consists of the whole virtual memory except the current stack frame. Generally, we will refer to the state at a program point; in such instances we will limit the state to only the live elements. We first define a suitable notion of equality:

**Definition 1.** Target $T$ is equivalent to rewrite $R$ if for all states $s$ both of the following hold:

(i) if executing $T$ from initial state $s$ terminates in state $s'$ without aborting, then executing $R$ from initial state $s$ also terminates in state $s'$ without aborting; and (ii) if $T$ diverges when execution is started from $s$, then so does $R$.

This definition captures the fact that if $T$ terminates on an input then so does $R$. Hence, this definition is richer than partial equivalence. Hardware faults can cause an execution to abort. Some common examples of aborting include segmentation faults and floating point exceptions. The asymmetric notion of equality in Definition 1 seems necessary to validate several useful compiler
optimizations. If the target $T$ aborts on some inputs, optimizing compilers are free to use an $R$ with any behavior, defined or undefined, on that input. The notion of equality we use is captured in the verification conditions (VCs) generated to symbolically compare the behavior of $T$ and $R$. Since our VCs are in a rich logic, by modifying the VCs that are generated our approach can handle a wide range of specifications of equality, including requiring the target and rewrite to behave identically on every input or allowing the rewrite to differ from the target on any input that causes the target to abort.

Let $t$ be a code path, that is, a sequence of instructions in $T$, $r$ a code path in $R$, and $C$ the pair $(t, r)$. Abusing the notation of Hoare logic, we define proof obligations.

**Definition 2.** For predicates $P$ and $Q$ and code paths $t$ and $r$, a proof obligation $\{P\}C\{Q\}$, states that if $t$ starts execution from a state $s_1$, $r$ start execution from a state $s_2$, $P(s_1, s_2)$ holds, and $t$ terminates in a final state $s'_1$ without aborting, then $r$ does not abort and for all possible final states $s'_2$ of $r$, $Q(s'_1, s'_2)$ holds.

For example

$$\{e_{ax} = e_{ax}'\}\{\text{mul $\$2 eax, shl $\$1 eax}\}\{e_{ax} = e_{ax}'\}$$

says if $t$ and $r$ begin with values of $e_{ax}$ equal and $t$ performs an unsigned multiplication by two and $r$ shifts $e_{ax}$ left by one bit then the resulting states agree on the value of $e_{ax}$. We want to generate sufficiently many proof obligations, such that if they are all satisfied then they constitute an inductive proof of equivalence of $T$ and $R$.

### 3.2.1 Generating Proof Obligations

Each proof obligation $\{P\}C\{Q\}$ has two components: the code paths $C$ and the predicates $P$ and $Q$ on the states of $T$ and $R$. We discuss the generation of each component.

**Generating Corresponding Paths**

We generate corresponding paths $t$ and $r$ for proof obligations using cutpoints [145]. A cutpoint $n$ is a pair of program points $\langle \eta_T, \eta_R \rangle$ where $\eta_T \in T$ and $\eta_R \in R$. We select cutpoints using the following heuristic: Choose pairs of program points where the corresponding memory states agree on the largest number of values. Cutpoints with higher agreement between the memory states of $T$ and $R$ have simpler invariants than cutpoints where the relationship between the two memory states is more involved.

The cutpoints are discovered using a brute force search that compares the execution data for pairs of program points. We create a candidate cutpoint for every program point pair $\langle \eta_T, \eta_R \rangle$. For every test $\sigma$, we find $m_{\eta_T}^\sigma$ (resp. $m_{\eta_R}^\sigma$), the number of times control flow passes through $\eta_T$ (resp. $\eta_R$) when the execution of $T$ (resp. $R$) starts in the state $\sigma$. If there do not exist constants $a, b$ s.t.
∀σ. m_{\eta_T} = am_{\eta_R} + b \text{ then } \langle \eta_T, \eta_R \rangle \text{ is rejected as a candidate cutpoint. We also reject candidates for which the number of heap locations in the observed heap states for } T \text{ and } R \text{ at } \langle \eta_T, \eta_R \rangle \text{ is not a constant across all tests. Note that this operation is possible as we run only terminating tests and thus the memory footprint is bounded. For the remaining candidates, we assign them a penalty representing how different the observed heap states are for } T \text{ and } R \text{ at } \langle \eta_T, \eta_R \rangle. \text{ We pick candidate cutpoints in increasing order of penalty until } T \text{ and } R \text{ are decomposed into loop free segments.}

Next, redundant candidates are removed so that the minimum number of program point pairs are selected as candidate cutpoints; a candidate } n \text{ is redundant if the decomposition is still loop free after removing } n. \text{ The choice of a minimum set of cutpoints may not be unique and we simply try multiple proofs, with one proof corresponding to every available choice. Multiple cutpoints can be associated with the same program point of } T \text{ or } R. \text{ For example, if a loop unrolling has been performed then there might be several cutpoints sharing the same program point of } T.

If satisfactory cutpoints cannot be found then our technique fails, which highlights a limitation of our technique: we fail to prove equivalence for programs which differ from each other at an unbounded number of memory locations. For example, a loop fusion transformation or reordering an array traversal results in loops that cannot be proven equivalent using our method. Handling such loops requires quantified invariants, for which the current state of the art in invariant inference is less mature than for quantifier-free invariants. Generally, the techniques for quantified invariants require manually provided templates; the templates prevent the introduction of an unbounded number of quantified variables. Moreover, theorem provers are not as robust for quantified formulas as they are for quantifier-free formulas.

The set of cutpoints is called a cutset } D. \text{ For every pair of cutpoints } n_1 \text{ and } n_2 \text{ in a cutset } D, \text{ we define a transition } \tau \equiv n_1 \triangleright n_2 \text{ from } n_1 \text{ to } n_2. \text{ This transition is associated with a set of static code paths } P_1 \text{ of } T \text{ and } P_2 \text{ of } R. \text{ } P_1 \text{ and } P_2 \text{ consists of code paths which go from } n_1 \text{ to } n_2 \text{ without passing through some other cutpoint } n_3 \in D. \text{ The instructions executed for a terminating and non-aborting execution of } T \text{ and } R \text{ can be represented by a sequence of transitions. For example, in Figure 4.1, let us denote by } \tau_1 \text{ the transition from } a \text{ to } b \text{ and } \tau_2 \text{ from } b \text{ to } c. \text{ Then the execution discussed in Section 3.1 represents the sequence of transitions } \tau_1 \tau_2. \text{ Code paths } i \text{ and } ii \text{ of Figure 4.1 are associated with } \tau_1 \text{ and } vi \text{ is associated with } \tau_2. \text{ Now we define corresponding paths formally:}

**Definition 3.** Given a target } T, \text{ a rewrite } R, \text{ and a cutset } D, \text{ a code path } t \text{ of } T \text{ corresponds to a code path } r \text{ of } R \text{ if they are associated with the same transition } \tau \text{ in } D \text{ and for some execution } \tau_1, \dots, \tau, \dots, \tau_m, \text{ for the transition } \tau, \text{ if } T \text{ executes the code path } t \text{ then } R \text{ executes } r.

Now we discuss our data-driven algorithm for generation of corresponding paths. } T \text{ and } R \text{ are run on a test input and we record the trace of instructions executed in both functions. We analyze this pair of traces to build a set } C \text{ of corresponding paths. The algorithm walks over the traces in parallel until a cutpoint is reached in both. The pair of paths taken from the previous pair of cutpoints is added to } C. \text{ This process is repeated until we reach the end of the traces. We then run the two
functions on another input and repeat the analysis. If test coverage is sufficient, \( C \) will contain all corresponding paths.

We add additional proof obligations to ensure that we have not missed any corresponding paths. For static paths in \( T \) between cutpoints that no test executes, we add an arbitrary path from \( R \) between the same cutpoints as a corresponding path in \( C \). For a path \( p \) of \( T \) associated with a transition \( \tau \), we add the verification condition that if the target executes \( p \) then the rewrite can only execute the paths which correspond to \( p \) in \( C \). If these proof obligations fail then this means that our data is insufficient and there are more corresponding paths to be discovered.

**Generating Invariants**

Following Necula \[105\], we consider invariants that are equalities over features, which are registers, stack locations and a finite set \( \Delta \) of heap locations. Also as in \[105\], we replace reads from and writes to stack locations by reads and writes to named temporaries.

We perform a liveness analysis over \( T \) and \( R \) and for each cutpoint \((\eta_1, \eta_2)\) obtain the live features (see Section 3.3). Because x86 has sub-registers, these features can be of different bit-widths. For example, it might be that only one byte of a 64-bit register is live. We create a set of matrices, one for each cutpoint \((\eta_1, \eta_2)\), whose columns are the live features at \( \eta_1 \) and \( \eta_2 \). If the bit-width of the longest live feature is \( x \) bits, we create one column for every \( x \) bit live feature. For every live feature of fewer than \( x \) bits, we create two columns: one with the feature’s value zero-extended to \( x \) bits and the other with the value sign-extended. The sign- and zero-extensions are needed because x86 instructions implicitly perform these operations on registers of different bit-widths.

We instrument the functions to record the values of the features at the cutpoints; a snapshot of the state at one cutpoint corresponds to a single matrix row. If the cutpoint \((\eta_1, \eta_2)\) is executed \( m \) times then we have \( m \) rows in the matrix for \((\eta_1, \eta_2)\). Note that there are no negative values in the matrices: negative numbers become large positive numbers.

We use techniques described in Chapter 2 to compute the linear equality relationships between features. For the matrix associated with each cutpoint, we compute its nullspace. Recall that, every vector of the nullspace corresponds to an equality relationship between features at that cutpoint for all test inputs. We take a conjunction of equalities generated by all vectors in the basis of the nullspace and return the resulting predicate as a candidate invariant for our candidate simulation relation. For example, if our matrix has three features and two rows:

\[
\begin{bmatrix}
\text{eax} & \text{ebx} & \text{eax}' \\
1 & 1 & 1 \\
2 & 2 & 2
\end{bmatrix}
\]

then one possible basis of the nullspace consists of the vectors \([1, -1, 0]\) and \([0, 1, -1]\). These vectors correspond to the equalities \( \text{eax} \cdot (1) + \text{ebx} \cdot (-1) + \text{eax}' \cdot 0 = 0 \) and \( \text{eax} \cdot 0 + \text{ebx} \cdot (1) + \text{eax}' \cdot (-1) = 0 \).
Hence the candidate invariant is $eax = ebx \land ebx = eax'$. Note that the heap locations, which are not included in features, are implicitly constrained to have identical values for $T$ and $R$. Hence, the above invariant includes an implicit equality $H = H'$, that is, for all heap addresses, at the cutpoint, $T$ and $R$ have identical values. The cutpoints are labeled with these equalities. One desirable feature of nullspaces is that no sound equality relationship is missed. It can produce spurious equality relationships (for lack of sufficient data) but if an equality holds statically then it will be generated (Lemma 1). Intuitively, this is because every possible equality is contained in the candidate invariant unless there is a test that violates it. In the extreme, when we have zero states in our data then the candidate invariant consists of every possible equality between the features, and hence it also includes the equalities present in the true invariants. We generalize the results in Chapter 2, which uses nullspaces to compute invariants for a single program, to features:

**Lemma 3.** If $x$ is a set of features at a cutpoint $n$, and $I(x)$ is the strongest invariant at $n$ that holds statically and is expressible by conjunctions of linear equalities, then the candidate invariant $I(x)$ obtained by computing the nullspace of test data is a sound under-approximation of $I$, that is, $I \Rightarrow I$.

Before we discuss how candidate invariants are checked to see if they are in fact invariants, we briefly digress to discuss how our approach extends to more complex function bodies.

**Extensions**

Our approach easily generalizes to functions with multiple natural loops, including nested loops. We identify the cutset of $T$ and $R$ and identify cutpoints and transitions between two cutpoints if there is a static path from one cutpoint to the other. As is standard, we want every loop to contain at least one cutpoint of the cutset. The algorithm described above for generating proof obligations remains unchanged: run tests, generate corresponding paths, and generate equality relationships at cutpoints.

We can also extend our approach to handle loops that call other functions. The function call is a cutpoint requiring the invariant that the value of arguments and memory is same across $T$ and $R$ and after the call we can assume that the memory and return values are equal in the proof obligations. We generate additional obligations to check that the order of function calls is preserved.

Our approach easily extends to generate non-linear equalities of a given degree $d$ for invariants. Following the approach of Chapter 2, we simply create a new feature for every monomial up to the degree $d$ from the existing features. However, non-linear invariants were not required for our equivalence checking tasks (Section 3.4).
3.2.2 Checking Proof Obligations

For every transition \( \tau \) between cutpoints \( n_1 \) and \( n_2 \) where the candidate invariant at \( n_1 \) is equality relationship \( P \), the candidate invariant at \( n_2 \) is equality relationship \( Q \), and \( C \) is a pair of corresponding paths associated with \( \tau \), we construct a proof obligation \( \{ P \} C \{ Q \} \). As noted in Section 3.1, we also generate additional verification conditions or VCs to check that all pairs of corresponding paths are covered. Once the VCs have been obtained, they can be sent to an off-the-shelf theorem prover. These queries are in the quantifier-free theory of bit-vectors. More details about generating VCs can be found in Section 3.3.6. The proof obligations \( \{ P \} C \{ Q \} \) are of three types:

- \( \{ E \} C \{ Q \} \), where \( E \) represents exact equivalence between states. Here the corresponding paths are code paths from the start of \( T \) and \( R \) to a cutpoint and \( Q \) is the equality relationship associated with that cutpoint.

- \( \{ P \} C \{ Q \} \), where for \( C = (t, r) \), \( t \) and \( r \) start at a cutpoint \( n_1 \) and end at a cutpoint \( n_2 \). \( P \) and \( Q \) are the equality relationships at \( n_1 \) and \( n_2 \).

- \( \{ P \} C \{ F \} \), where the corresponding paths start at a cutpoint and end at a return statement of \( T \) and \( R \). Here \( F \) expresses that the return values are equal and the memory states are equivalent.

If proof obligation \( \{ E \} C \{ Q \} \) or \( \{ P \} C \{ Q \} \) fails then we can obtain a counter-example from the decision procedure and follow the approach of Chapter 2: If the counter-example violates some equality of \( Q \) then we incorporate the data from the counter-example in the appropriate matrix. Next, we recompute the nullspace to obtain new equality relationships satisfying both the data and the counter-example. If the nullspace is just the null vector then we return the trivial invariant \( \text{true} \).

This process systematically guides our data-driven algorithm to generate equality relationships that are actual invariants. It also removes some artifacts of test cases: for example, in all tests some pointer \( p \) is assigned the same address \( a \) then we can infer a spurious equality relationship that \( p = a \). A counter-example can remove this spurious equality. However, if the counter-example satisfies \( Q \) then the proof fails; this can happen because \( r \) might abort on some state for which \( t \) does not.

Note that Chapter 2 has a completeness result (Theorem 2 and Theorem 3), which is possible because it deals with a restricted language with no heap and has no specification to verify. Since DDEC handles memory, the possibility of aborting, and need to prove equivalence, it has only a soundness guarantee:

**Theorem 5.** If all VCs are proven then the target is equivalent to the rewrite and the cutset and the invariants together constitute a simulation relation.
3.3 Implementation

DDEC is a prototype implementation of the algorithm discussed in Section 3.2. We discuss the most important and interesting features of the implementation below.

3.3.1 Liveness Computation

Several components of DDEC require the live variables at a program point. For the most part, liveness is computed using a standard dataflow algorithm, but we note the following modification for the x86 architecture. As mentioned previously, for 64-bit x86 some general purpose registers have subregisters. For example, dil, di, and edi refer to the lowest 8, 16, and 32-bits of rdi,
respective:

\[ \text{dil} \subseteq \text{di} \subseteq \text{edi} \subseteq \text{rdi} \]

To account for this register aliasing, when calculating the read set of an instruction we include the registers it reads, along with all subsets of those registers. An instruction that reads \( \text{di} \), for example, also reads \( \text{dil} \). Similarly, when calculating the write set of an instruction we include the registers it writes, along with all super- and subsets of those registers. Some instructions also produce undefined register values, which are treated as killing any live values.

### 3.3.2 Testcase Generation

For programs that deal exclusively with stack and register values, DDEC is able to produce tests automatically. Using the control flow graph of the target (recall the distinction between the target and rewrite introduced in Section 3.2), DDEC identifies the set of live-in registers and generates random values as necessary. For programs that dereference heap locations, DDEC requires a user-defined environment in which to execute the target. For large software projects, we expect that a representative set of whole-program tests will exist, and DDEC may simply observe the behavior of the code during normal program execution. When no such inputs exist, a user must provide a small unit test harness which will establish whatever heap structures are necessary to enable the functions to execute correctly.

### 3.3.3 Target Tracing

To observe the values of live program variables at cut-points, we rely on the ability to instrument the target and observe those values dynamically as they appear under representative inputs. This instrumentation is performed using a custom light-weight JIT assembler for 64-bit x86; the `trace()` function is shown in Figure 3.2. Prior to execution, an array of `trace` states are allocated on the heap. For every instruction executed by the target, we emit a call to the `record()` function to copy the majority of the hardware state (general purpose, SSE, and condition registers) as well as values read from or written to the heap, to the back of the array. Array bounds are tracked (not shown), and in the event of overflow additional capacity is added as necessary. When the target function completes execution, the trace array holds a complete record of the values manipulated by the target in both registers and memory.

Because we already assume that users supply tests for target functions that access data structures in memory, in our prototype we have also assumed that the target is safe and will not crash the machine or corrupt DDEC’s state on any of the supplied inputs. This assumption held for the experiments in this chapter, however for a production tool it would be necessary to isolate the target from the tool using well-known but more involved techniques (e.g., emulation).
3.3.4 Rewrite Tracing

The correctness assumptions that we make for the target do not hold for all the rewrites in our experiments. For example, some candidate rewrites can and do dereference invalid memory locations (see Section 3.4.4). Thus, our prototype instruments rewrites using the heavier-weight `sandbox()` function (see Figure 3.2). We can, however, take advantage of information observed in tracing the target to simplify the tracing of the rewrite.

From the execution of the target, we obtain the maximum stack size used along with the minimum and maximum heap addresses that were dereferenced. Using these values, we define stack and heap sandboxes to guard the execution of the rewrite. Specifically, we identify the stack pointer, \( s \), which defines the upper bound on the frame used by the rewrite, and from this value identify \( s' \), a location which defines a frame no larger than the one used by the target. Similarly, we allocate a heap sandbox array large enough to contain each heap dereference performed by the target without aliasing containing values which are initialized to the live-in memory values dereferenced by the target. Memory dereferences are guarded by the `sandbox_addr()` function, which preserves stack accesses inside the bounds of the stack sandbox, redirects valid heap accesses to the heap sandbox, and traps all other accesses and instead produces a safe premature termination. If necessary, both sandboxes may be scaled by a constant user-defined factor to allow for the possibility of a rewrite with greater memory requirements than the target.

In addition to sandboxing memory accesses, several other behaviors need to be checked to protect DDEC from undefined behavior. First, there is the possibility that the rewrite will go into an infinite loop. This behavior is guarded by a call to `sandbox_jump()`, which counts the number of times that a backedge is taken and causes a premature termination if a bound calculated from the number of backwards jumps taken in the target execution is exceeded. Second, we must guarantee that return instructions take place only after certain invariants specific to the x86 application binary interface have been restored. This property is guaranteed by a call to `sandbox_return()`, which checks that the value of callee-saved registers are restored to the state they held when the rewrite began executing.

3.3.5 Invariant Generation

The invariant can be computed by converting the matrix associated with each cutpoint into Howell normal form [48, 141]. This normal form is an extension of reduced row-echelon form [75] albeit suitable for matrices with bit-vector entries and its computation incurs the same overall cubic-time complexity. Our benchmarks do not rely on overflows and underflows, and therefore we guess the invariants using a standard nullspace computation, for which efficient implementations are available. This simplification is sound as the invariants are still checked via bit-vector reasoning.
DDEC computes invariants using the `nullspace` function of the Integer Matrix Library [27] which is specialized for computing the nullspace of integer and rational matrices using $p$-adic arithmetic. DDEC uses sixteen random tests to generate data for invariant computation. For the experiments in this chapter, these tests were sufficient for obtaining sound invariants and all necessary corresponding paths. For a production system, a larger number of tests would likely be necessary. However at under 2 ms for each null space computation, we do not expect that this computation would be a bottleneck.

### 3.3.6 VC Generation

Proof obligations are discharged using Z3 [43]. Because Z3 does not currently provide support for floating point operations, DDEC’s ability to reason about such instructions is limited as well. However, Z3 does have a complete algorithm for real numbers and one might be tempted to use this capability to reason about floating point programs. Unfortunately, floating point semantics are not over-approximated by reals—a simple example is the non-associativity of floating point addition. Hence, sound optimizations using real semantics may be unsound using floating point semantics.

We manually encode x86 instructions as Z3 formulas, primarily due to lack of access to formal specification of x86 instructions at the hardware level. For example, some x86 instructions, such as `popcnt`, are informally described by Intel as loops. Wherever possible, we deferred to corresponding loop-free implementations given in A Hacker’s Delight [148]. Our formulas precisely model the complexity of the x86 instruction set, which in some cases is quite sophisticated (consider the `crc` instruction, which considers bit-vectors as polynomials in $\mathbb{Z}_2$ and performs a polynomial division).

Formula correctness is a necessary prerequisite for proof correctness, and unfortunately, testing is the only available option for ensuring this property. Each formula was tested extensively against hardware semi-automatically to check correctness. In the process we rediscovered known instances in which the x86 instruction set deviates from its specification [58]. For such instances, our formulas encode a sound over-approximation of the observed hardware behavior and the specification.

We generate VCs in the quantifier-free theory of bit-vector arithmetic. Z3 is complete for this theory [149] and is able to soundly analyze the effect of x86 instructions on the machine state with bit-wise precision. When generating constraints, registers are modeled, depending on bit-width, as between 8- and 128-bit bit-vectors. Memory is modeled as two vectors: one of 64-bit addresses and one of corresponding 8-bit values (x86 is byte addressable). For 32-bit x86, addresses are restricted to 32 bits.

DDEC translates proof obligations \{\mathcal{P}\}(\{t,r\}\{Q\}, where $P$ and $Q$ are predicates over registers (the invariants can be more general as described in Section 3.2.1), to a VC as follows. DDEC first asserts the constraint $P$. It then iterates over the instructions in $t$, written in SSA form, and for each instruction asserts a constraint which encodes the transformation the instruction induces on the current hardware state. These constraints are chained together to produce a constraint on
the final state of live outputs with respect to $t$. Analogous constraints are asserted for $r$. In our implementation, operators that are very expensive for Z3 to analyze, such as bit vector multiplication and division, are replaced by uninterpreted functions constrained by some common axioms. Finally, for all pairs of memory accesses at addresses $\text{addr}_1$ and $\text{addr}_2$, DDEC asserts additional constraints relating their values: $\text{addr}_1 = \text{addr}_2 \Rightarrow \text{val}_1 = \text{val}_2$. These aliasing constraints grow quadratically in the number of addresses, though dependency analysis can simplify the constraints in many cases.

Using these constraints, DDEC constructs a Z3 query which asks whether there exists an initial state satisfying $P$ that causes the two code paths to produce values for live outputs which either violate $Q$ or result in different memory states. If the answer is no, then the obligation is discharged, otherwise the prover produces a counter example, and DDEC fails to verify equivalence. If every VC is discharged successfully, then DDEC has proven that the two functions are equivalent.

Although the implementation described above is correct, it is overly conservative with respect to stack accesses. Specifically, an access to a spill slot [7] will appear indistinguishable from a memory dereference, and Z3 will discover a counter-example in which the input addresses to $t$ and $r$ alias with respect to that slot. As a result, any sound optimized code which eliminates stack traffic will be rejected. We address this issue by borrowing an idea from Necula [105], who solves this problem by replacing spill slots with temporary registers that eliminate the possibility of aliasing between addresses passed as arguments and the stack frame. For well-studied compilers such as gcc and CompCert, simple pattern matching heuristics are known to be well-suited to this task [105]. For example, for code compiled with gcc, all stack accesses are at constant offsets from the register $rbp$. We can create a new register for $rbp-8$, $rbp-16$, and so on and model loads and stores from the stack frame by loads and stores from these temporaries. Modeling spill slots in this way could result in unsound results if an input address is used to form an offset into the current stack frame. However, this behavior is undefined even in the high-level languages that in theory permit it (e.g., C) and, to the best of our knowledge, existing optimizing compilers are also unsound for such programs.

Given that we have gone to the effort to construct a faithful symbolic encoding of the x86 instruction set, the reader might wonder why we do not simply obtain the simulation relation statically—what does data add? The answer is that inference is harder than checking. Consider an example where we compute the dot product of two 32-bit arrays, where the multiplication of two 32-bit unsigned numbers is used to produce a 64-bit result. Say the target uses Karatsuba’s trick [87] and performs three 32-bit signed multiplications to obtain a 64-bit result, whereas the rewrite uses a special x86 instruction that performs an unsigned multiplication of two 32-bit numbers and directly produces a 64-bit result. A static analysis that attempts to discover the relationship between Karatsuba’s trick and the special x86 instruction has a very large search space containing many other plausible proof strategies to sift through, and in fact we know of no inference technique that can reliably perform such reasoning. In contrast, with DDEC the equality simply manifests itself in the data, and knowing that this specific equality is what needs to be checked narrows the
search space to the point that off-the-shelf solvers can verify this fact automatically.

3.4 Experiments

We summarize our experiments with DDEC on a number of benchmarks drawn from both the literature and from existing compiler test suites. In doing so, we demonstrate the relationship between DDEC and the state of the art in translation validation, the use of DDEC in the optimization of a production codebase, and show how DDEC enables the design of novel applications using existing compiler toolchains. Specifically, we use DDEC to combine the correctness guarantees of CompCert with the performance properties of gcc -O2, and to extend the applicability of a binary superoptimizer to functions containing loops.

Experiments were performed on a 3.40 GHz Intel Core i7-2600 CPU with 16 GB of RAM. For each experiment we report the number of assembly instructions for target and rewrite, the number of loops contained in each function, the run-time required for DDEC to verify equivalence, and where applicable the observed performance improvement between target and rewrite. Run-times for all experiments were tractable, varying from under a second to several hours, depending on the complexity of the constraints. Memory usage was not an issue and did not exceed 500Mb.

It is worth noting that many of the invariants discovered by DDEC, such as \(4 \times \text{eax} = \text{edx}' + 3\) and \(10 \times \text{eax} + \text{edx} = \text{ecx}'\), were non-trivial. In all cases the run-time required to run tests, infer equality relationships and generate proof obligations was minimal (a few milliseconds) compared to the run-time required to discharge the VCs. Essentially all of DDEC’s run-time was spent in Z3 queries.

3.4.1 Micro-benchmarks

In this section, we attempt to provide a detailed comparison between DDEC and techniques based on equality saturation [81, 140]. Equality saturation [140] is a state of the art technique for verifying compiler optimizations which relies on expert-written equality rules, such as “multiplication by two is equivalent to a bit shift”. Beginning from both the target and the rewrite, the repeated application of these rules is used to attempt to identify a common representation of both functions, the existence of which implies equality. Unsurprisingly, the technique is precisely as good as the expert rules that it has at its disposal. Missing rules correspond to optimizations for which equivalence cannot be proven. Furthermore, identifying such rules for a CISC architecture such as x86 is a daunting task. As a result, the application of equality saturation has been limited to the verification of optimizations in several intermediate RTL languages.

We compare DDEC to equality saturation using the two motivating examples described in the original paper [140], the first of which appears in Section 3.1; these correspond to the first two rows in Table 3.1. Each example consists of two pairs of programs demonstrating strength reductions. We
Table 3.1: Performance results of DDEC for micro-benchmarks. LOC shows lines of assembly of target/rewrite pair.

<table>
<thead>
<tr>
<th>Program</th>
<th>LOC</th>
<th>#Loop</th>
<th>Run-time</th>
</tr>
</thead>
<tbody>
<tr>
<td>lerner1a</td>
<td>29/26</td>
<td>1</td>
<td>19.39s</td>
</tr>
<tr>
<td>lerner3b</td>
<td>32/32</td>
<td>2</td>
<td>102.89s</td>
</tr>
<tr>
<td>unroll</td>
<td>13/20</td>
<td>1</td>
<td>75.04s</td>
</tr>
<tr>
<td>off-by-one</td>
<td>15/14</td>
<td>1</td>
<td>0.13s</td>
</tr>
</tbody>
</table>

Table 3.2: Performance results for CompCert and gcc equivalence checking for the integer subset of the CompCert benchmarks and the benchmarks in this chapter. LOC shows lines of assembly code for the binaries generated by CompCert/gcc. Test is the maximum number of random tests required to generate a proof. A star indicates that a unification of jump instructions was required.

<table>
<thead>
<tr>
<th>Program</th>
<th>Run-time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>lerner1a</td>
<td>12.94</td>
</tr>
<tr>
<td>lerner3b</td>
<td>53.72</td>
</tr>
<tr>
<td>bansal</td>
<td>9.89</td>
</tr>
<tr>
<td>chomp</td>
<td>11.00</td>
</tr>
<tr>
<td>fannkuch</td>
<td>17.03</td>
</tr>
<tr>
<td>knucleotide</td>
<td>6.56</td>
</tr>
<tr>
<td>lists</td>
<td>1.40</td>
</tr>
<tr>
<td>nsievebits*</td>
<td>36.44</td>
</tr>
<tr>
<td>nsieve*</td>
<td>166.31</td>
</tr>
<tr>
<td>qsort*</td>
<td>140.87</td>
</tr>
<tr>
<td>shal*</td>
<td>1288.87</td>
</tr>
</tbody>
</table>

Table 3.3: Performance results for gcc and Stoke+DDEC equivalence checking for the loop failure benchmarks in [126]. LOC shows lines of assembly code for the binaries generated by Stoke/Stoke+DDEC. Run-times for search/verification are shown along with speedups over gcc -O0/O3.

<table>
<thead>
<tr>
<th>Program</th>
<th>LOC</th>
<th>#Loop</th>
<th>Run-time</th>
<th>Speedup O0/O3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bansal</td>
<td>9/6</td>
<td>1</td>
<td>44s/5492.75s</td>
<td>1.58x/1.04x</td>
</tr>
<tr>
<td>SAXPY</td>
<td>9/9</td>
<td>1</td>
<td>211s/0.62s</td>
<td>9.22x/1.48x</td>
</tr>
</tbody>
</table>

compile each pair with gcc -00 to both transform the functions into a format that DDEC accepts and to preserve the structure of the original optimizations as best as possible. DDEC successfully proves the equivalence of the resulting binaries.

Equality saturation, in its current form, is unable to handle important optimizations such as loop unrolling [140]. The unroll benchmark in Table 3.1 is an equivalence checking task involving loop unrolling. We take a program which walks over a linked list and unroll it to obtain a new program that walks over two elements in every iteration (Figure 3.3). Hence, we are able to handle optimizations that equality saturation cannot even in the presence of an extensive set of expert written rules.

When given two programs that are semantically different, the process of equality saturation is not guaranteed to terminate. It simply continues applying rules indefinitely in an attempt to prove that the two programs are equal. When given two semantically different programs, DDEC always terminates with a counter-example (Z3 is complete for the VCs we use). Note that counter-examples
CHAPTER 3. BINARY EQUIVALENCE

// Target:
while( p != null ) { p=p->next; ... }

// Rewrite (Unrolled once):
while( p != null ) {
    p=p->next; ...
    if ( p != null ) { p=p->next; ... }
}

Figure 3.3: Abstracted codes (target and rewrite) for unroll of Table 3.1.

// Target:
for ( i = len - 1; i >= 0; --i ) { ... }

// Rewrite (with off-by-one error):
for ( i = len /*BUG*/; i >= 0; --i ) { ... }

Figure 3.4: Abstracted codes (target and rewrite) for off-by-one of Table 3.1.

are also possible even for equivalent programs because DDEC is incomplete.

Counter-examples from a failed proof can be used to explain why DDEC believes that a target/rewrite pair are not equivalent. To demonstrate this ability, we take a program which walks backwards over an array and introduce an off-by-one error (Figure 3.4). We compile both programs with gcc -O0 and use the correct program as the target and the buggy version as the rewrite. When we ask DDEC to prove the equivalence of the two programs, DDEC fails and terminates with a counter-example (off-by-one in Table 3.1). Hence, DDEC can be used for finding equivalence bugs. However, in general, it is difficult to map the counter-example at the assembly level to the source code, and especially in the presence of compiler optimizations. A version of DDEC that works on source code and finds equivalence bugs is left as future work.

3.4.2 Full System Benchmark

One criticism of DDEC is that it is not purely static: it requires tests. However, we believe that for many systems existing regression tests should suffice. To validate this belief, we perform a case study with OpenSSL. The core computation routine of OpenSSL is big number multiplication: a loop which multiplies n-bit numbers stored as arrays. OpenSSL includes performance tests which use this multiplication loop extensively. For example, the RSA performance test included with OpenSSL executes the core more than fifteen million times.

We instrument OpenSSL to obtain these tests and select sixteen tests at random from the large number performed. We compile the core using gcc -O0 and gcc -O3 and use the tests to drive DDEC, which is then able to prove the equivalence in about two hours. We also find that the
maximum time taken by any individual VC is ten minutes. Since checking proof obligations is an embarrassingly parallel task, if we assign a single CPU for every obligation then the proof can be obtained in ten minutes. When we measure the sensitivity of DDEC to the number of tests for this example, we find that 6-8 randomly selected tests are sufficient to obtain a proof.

Hence, for verifying the optimizations of kernels, it seems possible to obtain sufficient tests from existing test suites to drive verification. The tests included with programs might not exercise all parts of the code but they will exercise the performance-critical parts well and hence we believe DDEC can be successfully applied to the performance-critical kernels. Being data-driven, our technique will fail to prove interesting optimizations performed on dead code or the part of code exercised rarely by tests; a static equivalence checking engine for x86, if it existed, could have succeeded here.

### 3.4.3 CompCert

CompCert is a certified compiler for a subset of the C programming language: it is guaranteed to produce binaries that are semantically equivalent to the input source code. CompCert 1.12, the current version, does not perform loop optimizations and its compilation model does not fit well with CISC architectures such as x86, due to their “paucity of [general purpose] registers” [96].

We use DDEC to verify the equivalence of binaries generated by CompCert and gcc -O2 -m32. The -m32 flag is necessary for compatibility with CompCert, which only produces 32-bit x86 binaries. Furthermore, optimization is restricted to -O2 because, for these benchmarks, higher optimization levels produce only syntactic differences that do not affect DDEC. In doing so, we are able to extend the correctness guarantees made by CompCert to the more performant but uncertified code generated by gcc.

Performance data is shown in Table 3.2 for the integer subset of the CompCert compiler test suite (the benchmarks in the test/c directory of the CompCert 1.12 download) and several of the benchmarks described in this section. For the CompCert benchmarks, we profile each program and report results for the one loop (possibly containing other loops) that dominates execution time. The results are encouraging; DDEC is able to prove equivalence in all cases. We note, however, that DDEC did encounter difficulty with some of the benchmarks due to the restrictive logic that it uses. The problem is illustrated by the following example:

**Target:**
\[
\text{if}(0<n) \{ \text{for (i=0; i<n; i++);} \} \text{ return i;}
\]

**Rewrite:**
\[
\text{if}(0<n) \{ \text{for (i=0; i!=n; i++);} \} \text{ return i;}
\]

To prove the equivalence of these two functions, DDEC requires the inductive invariant \( i = i' \land n = n' \land i \leq n \). Crucially, \( i \leq n \) is inexpressible with equalities. For the final four benchmarks in Table
3.2 (the ones marked with a star), DDEC reported failure due to gcc replacing an inequality by a dis-equality. For these benchmarks it was necessary to manually make the test predicates identical before performing a successful equality verification. DDEC can also be combined with an abstract interpreter over binaries [118, 142]: these are capable of finding invariants over state elements of a single program (such as $i \leq n$). The subsequent chapters of this dissertation (Chapter 4 and Chapter 5) also discuss techniques for inequalities. Finally, it is also straightforward to extend DDEC to recognize this common special case.

We note that the long verification time required for sha1 is due to the large numeric constants used by this cryptographic computation that lead to poor performance in the underlying Z3 theorem prover. We confirmed that if these constants are replaced by small integers the proof obligations are discharged in a few minutes.

3.4.4 STOKE

STOKE [126] is an x86 binary superoptimizer based on the principle that program optimization can be cast as a stochastic search problem. Given a suitable cost function and run for long enough (which may be an extremely long time), STOKE is guaranteed to produce a code with the lowest cost [126]. STOKE performs binary optimization by executing up to billions of small random modifications to a program. For each modification, STOKE evaluates a cost function representing a combination of correctness and performance metrics. STOKE accepts all modifications that decrease the value of this function, and with some probability also accepts modifications that increase the value. Although most of the programs that STOKE considers are ill-formed, the sheer volume of programs that it evaluates leads it in practice to discover correct optimizations. STOKE runs for a user-defined amount of time and returns the lowest cost program that it can prove equivalent to the original program.

Previous work on STOKE demonstrated promising results for loop-free kernels. Beginning from
code compiled using \texttt{11vm -O0}, \textsc{Stoke} produces programs that outperform code produced by \texttt{gcc -O3} and in some cases outperforms handwritten assembly. Unfortunately, \textsc{Stoke}'s application to many interesting high-performance kernels is limited by its inability to reason about equivalence of codes containing loops. We address this limitation by extending \textsc{Stoke}'s set of program transformations to include moves which enable loop optimizations and replacing \textsc{Stoke}'s equivalence checker by \textsc{DDEC}. Our version of \textsc{Stoke} is able to produce optimizations for the loop benchmarks that could not be fully optimized in [126].

\textsc{Stoke}'s underlying program representation is a constant length sequence of 64-bit x86 instructions. \textsc{Stoke} uses a special \texttt{[UNUSED]} token in place of a valid x86 instruction to represent programs that are shorter than this length. \textsc{Stoke} explores candidate rewrites using the following transformations. Instruction moves replace a random instruction with either the \texttt{[UNUSED]} token or with a completely different random instruction. Operand and opcode moves randomly replace the value of a random operand or opcode respectively. And finally, swap moves interchange two instructions at random. \textsc{Stoke}'s program transformations are all intra-basic block, and it does not allow moves which modify control flow structure. Our implementation of \textsc{Stoke} remedies these shortcomings by introducing an inter-basic block swap move (Figure 3.5f) and a basic block resizing move (Figure 3.5g), which changes the number of instructions allowed inside a basic block. These simple extensions are sufficient to allow for the exploration of rewrites which include loop-invariant code motion, strength reduction, and most other classic loop optimizations.

The cost function used by \textsc{Stoke} to evaluate transformations includes two terms, a correctness term and a performance term. We leave the correctness term described by [126] unmodified. Candidate rewrites are executed in a memory sandbox on a representative set of tests. Values contained in live memory and registers are compared against the corresponding values produced by the target and penalties are assessed for bits which are incorrect or appear in the wrong location. \textsc{Stoke} approximates the performance of a candidate rewrite by summing the expected latencies of its constituent instructions in nanoseconds. We modify this function to account for loop nesting depth, \texttt{nd(·)} as follows, where \( w \) is a constant which we set to 20.

\[
\text{perf}(C) = \sum_{bb \in C} \sum_{i \in bb} E[\text{latency}(i)] \cdot w^{\text{nd}(bb)}
\]

We now discuss the failure cases of \textsc{Stoke}: the benchmarks of [126] for which \textsc{Stoke} produces code inferior to \texttt{gcc -O3}. The other benchmarks of [126] are loop free and are not relevant here. Our modified version of \textsc{Stoke} is able to produce the two optimizations shown (simplified) in the lower half of Figure 3.6. The optimizations produced by the original version of \textsc{Stoke} are shown above for reference. Figure 3.6a is a linked-list traversal. The kernel iterates over the elements in the list until it discovers a null pointer and multiplies each element by two. Our modified version of \textsc{Stoke} is able to cache the value of the head pointer in a register across loop iterations. Figure
3.6b performs the BLAS vector function $a \cdot \vec{x} + \vec{y}$. Whereas the original version of STOKE is able to produce an optimization using vector intrinsics, our version is able to further improve on that optimization by first performing a register renaming and removing the invariant computation of a 128-bit constant from the loop. The code motion is not possible if the registers are not suitably renamed first.

Performance data for these experiments are shown in Table 3.3. We note that the time spent verifying `bansal` is significantly greater than what was reported for the COMPCERT benchmarks. This is because STOKE produces 64-bit as opposed to 32-bit x86 binaries, which results in more complex memory equality constraints. The aim of our experiments is to describe the effectiveness of our core ideas and standard heuristics for constraint simplification, which we have not implemented, can be applied to achieve better performance [46]. To illustrate just how important constraint simplification is, for the SAXPY benchmark, following [151] we assumed that distinct memory accesses do not alias and performed slicing on VCs to eliminate constraints that are not relevant to the verification task. The result is that verification requires less than a second, a significant
improvement and the fastest verification time in our benchmark suite. Without these constraint simplifications, DDEC times out after four hours. This suggests that there is substantial room left for further performance optimization of DDEC’s generated constraints; however such optimizations increase the size of the trusted code base, which is currently just the circuits for instructions, VC generator, and the theorem prover. Since Stoke starts optimizations from 11vm -O0 compilations, our verification results imply that Stoke+DDEC can produce binaries comparable to gcc -O3 in performance and provably equivalent to unoptimized binaries generated by 11vm.

3.5 Related Work

Our approach borrows a number of ideas from previous work on equivalence checking [42], translation validation [105], and software verification [129]. Combining these ideas with our technique for guessing the simulation relation from tests yields the first equivalence checking engine for loops written in x86. Previously, in a closely related work, Axe inferred invariants by pattern matching on tests and used them to prove the equivalence of different implementations of cryptographic routines [135].

Program equivalence checking is an old problem with references that date back to the 1950s. Equivalence checking is common practice in hardware verification, where it is well known that cutpoints play a critical role in determining equality. In sequential equivalence checking, for example, state-carrying hardware elements constitute cutpoints. Equivalence checking of low-level code has also been studied for embedded software [6, 42, 51, 52, 134]. None of these techniques support while loops and so are not applicable to our benchmarks.

Our goal is more ambitious than the state of the art in equivalence checking for general purpose languages: DDEC is a practically useful, automatic, and sound procedure for checking equivalence of loops. UC-KLEE [117] performs a bounded model checking that checks equivalence for all inputs up to a certain size. In another version of bounded model checking, differential symbolic execution [112] and SymDiff [90] bound the number of iterations of loops. Semantic Diff [79] checks only whether dependencies are preserved in two procedures. The approach in [97] handles neither while loops nor pointers. Regression verification [59] handles only partial equivalence: it does not deal with termination. As an alternative to DDEC, one can imagine composing two programs into a single program and then using an abstract interpreter [111]. However, the composition of [111] relies on syntactic heuristics that seem difficult to apply to binaries.

Fractal symbolic analysis [101] and translation validation [60, 105, 115] are two techniques that reason about loops in general. Both rely on information about the compiler, such as the specific transformations that the compiler can perform. Hence, these are not directly applicable to the problem of equivalence checking of code of unknown provenance. If one is simply given two assembly programs to check for equivalence there is no “translation” and hence translation validation is not
applicable.

Conceptually, if one tries to port the approach of Necula [105] to x86, then one will need to build a static analysis for x86 which is sound and precise enough to generate simulation relations. This is a decidedly non-trivial engineering task and has never been done (see Section 3.3.6); DDEC sidesteps this issue by using concrete executions (i.e., tests) for finding cutpoints and generalizing from tests to invariants. In addition, the constraints generated by symbolically executing x86 opcodes are complicated enough that we believe that the decision procedure of [105] will fail to infer equalities in most cases. Nonetheless, compiler annotations are a rich source of high level information, and as a result translation validation techniques can handle transformations that DDEC currently cannot, such as reordering traversals over matrices. For DDEC to handle such programs we would need better invariant inference algorithms that can infer quantified invariants fully automatically.

Some of the most recent work on equivalence checking includes random interpretations [65] and equality saturation [140, 144]. The former represents programs as polynomials which it requires to be of low degree. Unfortunately, bit-manipulations and other similar machine-level instructions are especially problematic for this technique. For example, a shift left by one bit has a polynomial of degree $2^{63}$ for the carry flag. Unlike equality saturation, DDEC does not rely on expert provided equality relationships between program constructs, which would be difficult to produce by hand for a CISC architecture such as x86. Further comparison with equality saturation is in Section 3.4.1.
Chapter 4

Disjunctive Invariants

In the earlier chapters, we restricted the invariants to conjunctions of algebraic equalities. In this chapter, we discuss a GUESS-AND-CHECK algorithm to infer arbitrary boolean combinations of inequalities. Therefore, the improvements are two fold: the user does not need to provide a bound on the number of disjunctions (the degree in Chapter 2) and the relationships are in a more expressive class (inequalities subsume equalities). In contrast to previous chapters, we do not aim to find the strongest invariant of the class; the strongest invariants that can be expressed using arbitrary boolean combinations of inequalities have unbounded sizes for infinite state programs. Instead, we are interested in inferring invariants that are strong enough to verify the properties of interest. There is a major difference between these two problem descriptions. The latter includes a program and a property, whereas the former problem is about the strongest invariant of a program and is independent of the property to be checked. Consequently, in addition to reachable states, the algorithms we develop here need additional data that depend on the property to be verified.

To obtain an inference engine for disjunctive invariants, we formalize the problem of safety verification as a learning problem, showing that loop invariants can be regarded as geometric concepts in machine learning. Safety properties define bad states: states a program should not reach. Program verification explains why a program’s set of reachable (good) states is disjoint from the set of bad states. In Hoare Logic, these explanations are predicates that form inductive invariants. Informally, an invariant is a predicate that separates good and bad program states and once we have obtained strong invariants for all the loops, standard VC generation based techniques can be used to generate program proofs. The motivation for using machine learning for invariant inference is twofold: guarantees and expressiveness.

Standard verification algorithms observe some small number of behaviors of the program under consideration and extrapolate this information to (hopefully) get a proof for all possible behaviors of the program. The extrapolation is a heuristic and systematic ways of performing extrapolation are
unknown, except for the cases where they have been carefully designed for a particular class of programs/invariants (e.g., equality invariants in Chapter 2). SLAM [12] generates new predicates from infeasible counter-example traces. Interpolant based techniques [80] extrapolate the information obtained from proving the correctness of finite unwindings of loops. In abstract interpretation [37], fixpoint iterations are performed for a few iterations of the loop and this information is extrapolated using a widening operator. In any of these heuristics, and others, there is no formal characterization of how well the output of the extrapolation strategy approximates the true invariants.

Extrapolation is the fundamental problem attacked by machine learning: A learning algorithm has some finite training data and the goal is to learn a function that generalizes for the infinite set of possible inputs. For classification, the learner is given some examples of good and bad states and the goal is to learn a predicate that separates all the good states from all the bad states. Unlike standard verification approaches that have no guarantees on extrapolation, learning theory provides formal generalization guarantees for learning algorithms. These guarantees are provided in learning models that assume certain oracles. However, it is well known in the machine learning community that extrapolation engines that have learning guarantees in the theoretical models tend to have good performance empirically. The algorithms have been applied in diverse areas such as finance, biology, and vision: we apply learning algorithms to the task of invariant inference.

Standard invariant generation techniques find invariants of a restricted form: there are restrictions on expressiveness that are not due to efficiency considerations but instead due to fundamental limitations. These techniques especially have trouble with disjunctions and non-linearities. Predicate abstraction restricts invariants to a boolean combination of a given set of predicates. Existing interpolation engines cannot generate non-linear predicates [80]. Template based approaches for linear invariants like [71] require a template that fixes the boolean form of the invariant and approaches for non-linear invariants [125] can only find conjunctions of polynomial equalities. Abstract interpretation over convex hulls [40] handles neither conjunctions nor non-linearities. Disjunctions can be obtained by performing disjunctive completion [38, 53], but widening [8] places an ad hoc restriction on the number of disjuncts. Our learning algorithm is strictly more expressive than these previous approaches: It can generate arbitrary boolean combinations of polynomial inequalities (of a given degree). Hence there are no restrictions on the number of disjuncts and we go beyond linear inequalities and polynomial equalities.

Unsurprisingly, our learning algorithm, with such expressive power, has high computational complexity. Next, we show how to trade expressiveness for computational speedups. We construct efficient machine learning algorithms, with formal generalization guarantees, for generating arbitrary boolean combinations of constituent predicates when these predicates come from a given set of predicates (predicate abstraction), when the size of integer constants in the predicates are bounded, or from a given abstract domain (such as boxes or octagons). Note that these efficient algorithms with reduced expressiveness still generate arbitrary boolean combinations of predicates.
Our main insight is to view invariants as geometric concepts separating good and bad states. This view allows us to make the following contributions:

- We show how to use a well known learning algorithm [22] for the purpose of computing candidate invariants. This algorithm is a PAC learner: it has generalization guarantees in the PAC (probably approximately correct) learning model. The learning algorithm makes no assumption about the syntax of the program and outputs a candidate invariant that is as expressive as arbitrary boolean combinations of linear inequalities.

- The algorithm of [22] is impractical. We parametrize the algorithm of [22] by the abstract domain in which the linear inequalities constituting the invariants lie, allowing us to obtain candidates that are arbitrary boolean combinations of linear inequalities belonging to the given abstract domain. We obtain efficient PAC learning algorithms for generating such candidates for abstract domains requiring few variables, such as boxes or octagons and finite domains such as predicate abstraction.

- We augment our learning algorithms with a theorem prover to obtain a sound procedure for computing invariants. This idea of combining procedures for generating likely invariants with verification engines has been previously explored in [108, 129, 131]. We evaluate the performance of this procedure on challenging benchmarks for invariant generation from the literature. We are able to generate invariants, using a small amount of data, in a few seconds per loop on these benchmarks.

The rest of the chapter is organized as follows: We informally introduce our technique using an example in Section 4.1. We then describe necessary background material, including the learning algorithm of [22] (Section 4.2). Section 4.3 describes the main results of this chapter. We first give an efficient algorithm for obtaining likely invariants from candidate predicates (Section 4.3.1). Next, in Section 4.3.1, we obtain efficient algorithms for the case when the linear inequalities constituting the invariant lie in a given abstract domain. In Section 4.3.2, we extend [22] to generate candidates that are arbitrary boolean combinations of polynomial inequalities. Finally, Section 4.3.3 describes our sound procedure for generating disjunctive invariants. Section 4.4 describes our implementation and experiments. Finally, we discuss related work in Section 4.5.

4.1 Overview of the Technique

Consider the program in Figure 4.1 [80]. To prove that the assertion in line 3 is never violated, we need to prove the following Hoare triple:

\[
\{x = i \land y = j\} \text{while } (x \neq 0) \text{ do } x--; y--; \{i = j \Rightarrow y = 0\}
\]
1: x := i; y := j;
2: while (x != 0) { x--; y--; }
3: if (i == j) assert (y == 0);

Figure 4.1: Motivating example for disjunctive invariants.

In general, to prove \( \{P\} \textbf{while} E \textbf{do} S \{Q\} \), where \( E \) is the loop condition and \( S \) is the loop body, we need to find a loop invariant \( I \) satisfying \( P \Rightarrow I, \{I \wedge E\}S\{I\} \), and \( I \wedge \neg E \Rightarrow Q \). Thus, to verify that the program in Figure 4.1 does not violate the assertion, we need a loop invariant \( I \) such that \( (x = i \wedge y = j) \Rightarrow I, \{I \wedge x \neq 0\}S\{I\} \), and \( I \wedge x = 0 \Rightarrow (i = j \Rightarrow y = 0) \). The predicate \( I \equiv i = j \Rightarrow x = y \) is one such invariant [80].

There is another way to view loop invariants. For simplicity of exposition, we restrict our attention to correct programs that never violate assertions (e.g., Figure 4.1). A state is a valuation of the program variables, for example \((i,j,x,y) = (1,0,1,0)\). Consider the set of states at the loop head (the \textbf{while} statement of Figure 4.1) when the program is executed. All such states are good states, that is, states that a correct program can reach. A bad state is one that would cause an assertion violation. For example, if we are in the state \((i,j,x,y) = (1,1,0,1)\) at the loop head, then execution does not enter the loop and violates the assertion.

An invariant strong enough to prove the program correct is true for all good states and false for all bad states. Therefore, if one can compute the good states and the bad states, an invariant will be a predicate that separates the good states from the bad states. Of course, in general we cannot compute the set of all good states and the set of all bad states. But we can always compute some good and bad states by sampling the program.

To generate samples of good states, we simply run the program on some inputs. If we run the program in Figure 4.1 with the initial state \((1,0,1,0)\), we obtain the good samples \((1,0,1,0)\) and \((1,0,0,-1)\). To compute bad states, we can sample from predicates under-approximating the set of all bad states. For Figure 4.1, \((x = 0 \wedge i = j \wedge y \neq 0)\) is the set of bad states that do not enter the loop body and violate the assertion, and \((x = 1 \wedge i = j \wedge y \neq 1)\) is the set of bad states that execute the loop body once and then violate the assertion. Note that such predicates can be obtained from the program using a standard weakest precondition computation. Finally, we find a predicate separating the good and bad samples.

But how can we guarantee that a predicate separating the good samples from the bad samples also separates all good states from all bad states? In machine learning, formal guarantees are obtained by showing that the algorithm generating these predicates learns in some learning model. There are several learning models and in this chapter we use Valiant’s PAC (probably approximately correct) model [146]. An algorithm that learns in the PAC model has the guarantee that if it is given enough independent samples then with a high probability it will come up with a predicate that will separate, with high probability, a new freshly drawn good sample from a fresh bad sample. Hence,
under the assumptions of the PAC model, we are guaranteed to find good candidate invariants with high probability. However, just like any other theoretical learning model, the assumptions of PAC model are generally impossible or at least very difficult to realize in practice. We emphasize that in the variety of applications in which PAC learning algorithms are applied, the assumptions of the PAC model are seldom met. Hence, the question whether generalization guarantees in a learning model are relevant in practice is an empirical one. PAC has intimate connections with complexity theory and cryptography and is one of the most widely used models. We demonstrate empirically in Section 4.4 that PAC learning algorithms successfully infer invariants.

Bshouty et al. [22] presented a PAC learning algorithm for geometric concepts (see Section 4.2.2). This algorithm can produce predicates as expressive as arbitrary boolean combinations of linear inequalities. In particular, the invariant required for Figure 4.1 is expressible using this approach. However, this expressiveness has a cost: the algorithm of [22] is exponential in the number of program variables. To obtain polynomial time algorithms in the number of samples and program variables we must restrict the expressiveness. Assume, for example, that we knew the invariant for the program in Figure 4.1 is a boolean combination of octagons (which it is). For octagons, the linear inequalities are of the form $\pm x \pm y \leq c$, where $x$ and $y$ are program variables and $c$ is a constant (Section 4.3.1).

We extend [22] to obtain a PAC learning algorithm for obtaining a predicate, separating good and bad samples, that is an arbitrary boolean combination of linear inequalities belonging to a given abstract domain. The time complexity of our algorithm increases gracefully with the expressiveness of the chosen abstract domain (Section 4.3.1). For example, the complexity for octagons is higher than that for boxes.

We augment our learning algorithm with a theorem prover (Section 4.3.3), obtaining a sound algorithm for program verification. Empirically, we show that the predicates discovered by our approach are provably invariants using standard verification engines (Section 4.4).

### 4.1.1 Finding Invariants for the Example

We now explain how our sound algorithm (Section 4.3.3) for program verification (parametrized by octagons) proves the correctness of the program in Figure 4.1. To sample the good states, assume we run the program on inputs where $i, j \in \{0, 1, 2\}$. As suggested above, we obtain bad states by sampling the predicate representing violations of the assertion after going through at most one loop iteration: $x = 0 \land i = j \land y \neq 0 \lor x = 1 \land i = j \land y \neq 1$. In total, for this example, we generated 18 good samples and 24 bad samples. The algorithm of [22] first generates a large set of candidate hyperplanes representing all linear inequalities possibly occurring in the output predicate. We build this set by constructing all possible hyperplanes (of the form $\pm x \pm y = c$) passing through every state. For instance, the state $(2, 2, 0, 0)$ generates twenty four hyperplanes: $x = 0, x = y, i \pm x = 2, \ldots$. Section 4.3.1 justifies this choice of the set of candidates.

From this large set of hyperplanes, we pick a subset that successfully separates the good and bad
samples. Note that every good sample must be separated from every bad sample. Several algorithms can be used to solve this problem. We describe how a standard greedy approach would work. We keep track of the pairs of samples, one good and the other bad, that have not yet been separated by any hyperplane, and repeatedly select from the set of candidate hyperplanes the one that separates the maximum number of remaining unseparated pairs, repeating until no unseparated pairs remain.

We illustrate this process in Figures 4.2 and 4.3. The +’s are the good states, and the −’s are the bad states. Assume that our abstract domain is the box or interval domain, that is, the predicates are inequalities of the form \( \pm x \leq c \). We first generate our candidates, that is, hyperplanes of the form \( x = c \) passing through all the good and bad states. These corresponds to all possible horizontal and vertical lines passing through all the + and − states as shown in Figure 4.2. Next, from this set of candidate lines, we initially select line 3, separating one good state from three bad states, which is the maximum number of pairs separated by any of the lines. Next, we select line 1 because it separates one good state from two bad states. Finally, we select line 2, separating the final pair of one good state and one bad state. The lines tessellate the space into cells, where each cell is a conjunction of boxes bounding the cell and no cell contains both a good and a bad state. Each shaded cell in Figure 4.3 represents a conjunction of boxes that includes only the good states. The returned predicate is the set of all shaded cells in Figure 4.3, which is a disjunction of boxes.

By a similar process, for the 42 states generated from Figure 4.1 and using the octagon domain, our tool infers the predicate \( I \equiv i \leq j+1 \vee j \leq i+1 \vee x = y \) in 0.06 seconds. We annotated the loop of Figure 4.1 with this predicate as a candidate loop invariant and gave it to the Boogie [13] program checker. Boogie was successfully able to prove that \( I \) was indeed a loop invariant and was able to show that the assertion holds. As another example, on parameterizing with the Octahedron [31] abstract domain, our technique discovers the simpler conjunctive loop invariant: \( i + y = x + j \) in 0.09s.
4.2 Preliminaries

This section presents necessary background material, including the learning algorithm of [22]. Our goal is to verify a Hoare triple $\{P\}S\{Q\}$ for the simple language of while programs defined as follows:

$$S ::= x := M \mid S \mid \text{if } E \text{ then } S \text{ else } S \mid \text{while } E \text{ do } S$$

The while program $S$ is defined over integer variables, and we want to check whether, for all states $s$ in the precondition $P$, executing $S$ with initial state $s$ results in a state satisfying the postcondition $Q$. In particular, if $L \equiv \text{while } E \text{ do } S$ is a while program, then to check $\{P\}L\{Q\}$, Hoare logic tells us that we need a predicate $I$ such that $P \Rightarrow I$, $\{I \land E\}S\{I\}$, and $I \land \neg E \Rightarrow Q$. Such a predicate $I$ is called an inductive invariant or simply an invariant of the loop $L$. Once we have obtained invariants for all the loops, then standard techniques can generate program proofs [13]. We first focus our attention on invariants in the theory of linear arithmetic:

$$\phi ::= w^T x + d \geq 0 \mid \text{true} \mid \text{false} \mid \phi \land \phi \mid \phi \lor \phi \mid \neg \phi$$

where $w = (w_1, \ldots, w_n)^T \in \mathbb{Q}^n$ is a point, an $n$-dimensional vector of rational number constants. The vector $x = (x_1, \ldots, x_n)^T$ is an $n$-dimensional vector of variables. The inner product $\langle w, x \rangle$ of $w$ and $x$ is $w^T x = w_1 x_1 + \ldots + w_n x_n$. The equation $w^T x + d = 0$ is a hyperplane in $n$ dimensions with slope $w$ and bias $d$. Each hyperplane corresponds to an intersection of two half-spaces: $w^T x + d \geq 0$ and $w^T x + d \leq 0$. For instance, $x - y = 0$ is a 2-dimensional hyperplane, $x - y + 2z = 0$ is a 3-dimensional hyperplane, and $x \geq y$ and $x \leq y$ are half-spaces corresponding to the hyperplane $x = y$.

4.2.1 Invariants and Binary Classification

Assume that the Hoare triple $\{P\}\text{while } E \text{ do } S\{Q\}$ is valid. Let the loop $L$ have $n$ variables $x = \{x_1, \ldots, x_n\}$. Therefore, the precondition $P(x)$ and postcondition $Q(x)$ are predicates over $x$. If the loop execution is started in a state satisfying $P$ and control flow reaches the loop head after zero or more iterations, then the resulting state is said be reachable at the loop head. Denote the set of all reachable states at the loop head by $R$. Since the Hoare triple is valid, all the reachable states are good states. On the other hand, if we execute the loop from a state $y$ satisfying $\neg E \land \neg Q$, then we will reach a state at the end of the loop that violates the postcondition, that is, $y$ satisfies $\neg Q$. We call such a state a bad state. Denote the set of all bad states by $B$. Observe that for a correct program, $R \Rightarrow \neg B$. Otherwise, any state satisfying $R \land B$ is a reachable bad state. $R$ is the strongest invariant, while $\neg B$ is the weakest invariant sufficient to prove the Hoare triple. Any inductive predicate $I$ satisfying $R \Rightarrow I$ and $I \Rightarrow \neg B$ suffices for the proof: $I$ contains all the good states and does not contain any bad state. Therefore, $I$ separates the good states from the bad.
states, and thus the problem of computing an invariant can be formulated as finding a separator between \( R \) and \( B \). In general, we do not know \( R \) and \( B \) – our objective is to compute a separator \( I \) from under-approximations of \( R \) and \( B \). For the Hoare triple \( \{ P \} \textbf{while} E \textbf{do} S \{ Q \} \), any subset of states reachable from \( P \) is an under-approximation of \( R \), while any subset of states satisfying, but not limited to, the predicate \( \neg E \land \neg Q \) is an under-approximation of \( B \).

Computing separators between sets of points is a well-studied problem in machine learning and goes under the name \textit{binary classification}. The input to the binary classification problem is a set of points with labels from \( \{1, 0\} \). Given points and their labels, the goal of the binary classification is to find a classifier \( C : \text{points} \rightarrow \{\text{true, false}\} \), such that \( C(a) = \text{true} \), for every point \( a \) with label 1, and \( C(b) = \text{false} \) for every point \( b \) with label 0. This process is called \textit{training} a classifier, and the set of labeled points is called the \textit{training data}.

The goal of classification is not to just classify the training points correctly but also to be able to predict the labels of previously unseen points. In particular, even if we are given a new labeled point \( w \), with label \( l \), not contained in the training data, then it should be very likely that \( C(w) \) is \textit{true} if and only if \( l = 1 \). This property is called \textit{generalization}, and an algorithm that computes classifiers that are likely to perform well on unseen points is said to \textit{generalize} well.

If \( C \) lies in linear arithmetic, that is, it is an arbitrary boolean combination of half-spaces, then we call such a \( C \) a \textit{geometric concept}. Our goal is to apply machine learning algorithms for learning geometric concepts to obtain invariants. The good states, obtained by sampling from \( R \), will be labeled 1 and the bad states, obtained by sampling from \( B \), will be labeled 0. We want to use these labeled points to train a classifier that is likely to be an invariant, separating all the good states \( R \) from all the bad states \( B \). In other words, we would like to compute a classifier that generalizes well enough to be an invariant.

4.2.2 Learning Geometric Concepts

Let \( R \) and \( B \) be under-approximations of the good states \( R \) and the bad states \( B \), respectively, at a loop head. The classifier \( \lor_{r \in R} = r \) trivially separates \( R \) from \( B \). However, this classifier has a large generalization error. In particular, it will \textit{misclassify} every state in \( R \setminus \mathcal{R} \); a candidate invariant misclassifies a good state \( r \) when \( I(r) = \text{false} \) and a bad state \( b \) when \( I(b) = \text{true} \). It can be shown if a predicate or classifier grows linearly with the size of training data (\( \lor_{r \in R} = r \) being such a predicate), then such a classifier cannot generalize well. On the other hand, a predicate that is independent of the size of training data can be proven to generalize well [20].

To reduce the size of the predicates, Bshouty et al. [22] frame the problem of learning a general geometric concept as a \textit{set cover} problem. Let \( X \) be a set of \( n \) points. We are given a set \( F \subseteq 2^X \) with \( k \) elements such that each element \( F_i \in F \) is a subset of \( X \). We say that an element \( x \in X \) is \textit{covered} by the set \( F_i \) if \( x \in F_i \). The goal is to select the minimum number of sets \( F_i \) such that each element of \( X \) is covered by at least one set. For example, if \( X = \{1, 2, 3\} \) and \( F = \{\{1, 2\}, \{2, 3\}, \{1, 3\}\} \), then
\[ \{\{1, 2\}, \{2, 3\}\} \] is a solution, and this minimum set cover has a size of two. The set cover problem is NP-complete and we have to be satisfied with approximation algorithms [21, 30]. Bshouty et al. [22] formalize learning of geometric concepts as a set cover problem, solve it using [21], and show that the resulting algorithm PAC learns. Note that experiments of [21] show that the performance of the naive greedy algorithm [30] is similar to the algorithm of [21] in practice. Hence, we use the simple to implement greedy set cover for our implementation (Section 4.4).

We are given a set of samples \( V = \{x_i\}_{i=1,\ldots,m} \), some of which are good and some bad. We create a bipartite graph \( \mathcal{U} \) where each sample is a node and there is an edge between nodes \( x_+ \) and \( x_- \) for every good sample \( x_+ \) and every bad sample \( x_- \). In Figure 4.4, there is one good state, two bad states, and dotted lines represent edges of \( \mathcal{U} \). Next, we look for hyperplanes that cut the edges of the graph \( \mathcal{U} \). A hyperplane cuts an edge if the two endpoints of the edge lie on different sides of the hyperplane. Note that for every solution, each good sample needs to be separated from every bad sample. This implies that we will need to “cut” every edge in graph \( \mathcal{U} \). Intuitively, once we have collected a set \( S \) of hyperplanes such that every edge in graph \( \mathcal{U} \) is cut by at least one hyperplane in \( S \) we can perfectly separate the good and bad samples. The hyperplanes in \( S \) tessellate \( \mathbb{R}^d \) into a number of cells. (In Figure 4.4, the three solid lines tessellate \( \mathbb{R}^2 \) into seven cells.) No cell contains both a good sample and a bad sample – if it does, then the edge between a good sample and a bad sample in the cell is not cut by any hyperplane in \( S \). Thus, each cell contains only good samples, or only bad samples, or no samples at all. We can therefore label each cell, as “good” in the first case, “bad” in the second case, and with an arbitrary “don’t care” label in the last case.

Each cell is bounded by a set of hyperplanes, and therefore corresponds to an intersection of half-spaces. The “good” region of \( \mathbb{R}^d \) (where \( d \) is the number of variables in the program) is then a union of cells labeled “good”, and hence a union of intersections of half-spaces, that we output. Thus, the union of intersections of half-spaces we output contains all the good samples, no bad samples, and separates all the good from all the bad samples.

This discussion shows that all we need to do is to come up with the set \( S \) of hyperplanes that together cut every edge of graph \( \mathcal{U} \). To achieve this goal, we consider a universal set of hyperplanes.
corresponding to all possible partitions of states. Every hyperplane defines a partition of states: some states lie above the plane and some lie below it. \( \mathcal{F} \) contains one hyperplane for every possible partition. By Sauer’s lemma, such a set \( \mathcal{F} \) has cardinality \( O(d^d) \) \cite{22}. We say that an edge is covered by a hyperplane from \( \mathcal{F} \) if the hyperplane cuts it. We want to cover all edges of graph \( \mathcal{U} \) by these hyperplanes. This set cover problem can be solved in several ways that have comparable performance in practice \cite{21, 30}. The simplest solution is to greedily select the hyperplane from \( \mathcal{F} \) that covers the maximum number of uncovered edges of graph \( \mathcal{U} \), and repeating the greedy selection until all edges in \( \mathcal{U} \) are cut. For Figure 4.4, \( \mathcal{F} \) contains three hyperplanes, and graph \( \mathcal{U} \) has two edges (edges between ‘-’s and ‘+’s.). The horizontal plane cuts both the edges and divides the space into two cells: one above and one below. Since the cell above the horizontal plane contains a ‘+’, we will label it “good”. Similarly, the cell below is labeled “bad”. The output predicate is the half-space above the horizontal hyperplane. If the good and bad samples, total \( m \) in number, require a minimum number of \( s \) hyperplanes to separate them, then the greedy approach has the guarantee that will compute a predicate that uses \( O(s \log m) \) hyperplanes. Using \cite{21}, we can obtain a predicate using \( O(sd \log sd) \) hyperplanes. This implies that the number of inequalities of the classifier approximates the number of the inequalities of the simplest true invariant by a logarithmic factor. Such a relationship between candidate and true invariants appears to be new in the context of invariant inference.

### 4.2.3 PAC Learning

By enumerating a plane for each partition and performing a set cover, the algorithm of \cite{22} finds a geometric concept that separates the good samples from the bad samples. But how well does it generalize? Bshouty et al. \cite{22} showed that under the assumptions of the PAC model \cite{146} this process is likely to produce a geometric concept that will separate a fresh good sample from a fresh bad samples with high probability. The major assumption of the PAC model is that there is an oracle that knows the true classifier and it generates training data by drawing independent and identically distributed samples from a distribution and assigning them labels, either good or bad, using the true classifier.

Independent samples are theoretically justified as otherwise one can construct data with an arbitrary number of samples by duplicating one sample an arbitrary number of times and then the term “amount of training data” is not well defined. Practically, if one draws a sample randomly from some distribution, then deciding whether it is good or bad is undecidable. Hence such an oracle cannot be implemented and in our experiments we make do with a simple technique for obtaining samples, where the samples are not necessarily independent.

The proof of PAC learning in \cite{22} uses the following result from the seminal paper of Blumer et al. \cite{20}.

**Theorem 6.** If an algorithm outputs \( f \) consistent with a sample of size \( \max \left( \frac{4}{2} \log \frac{2}{\delta}, \frac{8Vc}{\epsilon} \log \frac{13}{\epsilon} \right) \) then \( f \) has error at most \( \epsilon \) with probability at least \( 1 - \delta \).
CHAPTER 4. DISJUNCTIVE INVARIANTS

Intuitively, this theorem states that if an algorithm can separate a large number of good and bad samples then the classifier has a low probability of misclassifying a new sample. Here $VC$ is the Vapnik-Chervonenkis dimension, a quantity determined by the number of hyperplanes in the geometric concepts we are learning and the number of variables. In [22], by using algorithms for set cover that have a good approximation factor [21], Bshouty et al. are able to bound the number of planes in the output predicate $f$, and hence the quantity $VC$. Since the output of [22] is consistent with all good and bad samples, given enough samples the algorithm outputs a predicate that is very likely to separate all the good states from all the bad states. For the full proof the reader is referred to [22].

Hence, [22] can produce predicates that are likely to separate all good states and bad states, under PAC assumptions. This is a formal guarantee on the extrapolation we have performed using some good and bad samples, that is, using some finite behaviors of the program. Although this guarantee is in a model, we are unaware of any previous program verification engine with any guarantee, in a model or otherwise, on the heuristic extrapolation they perform. Even though this guarantee is not the best possible guarantee that one would desire, the undecidability of program verification prevents strong results for the problem we consider. It is well known that the PAC learners tend to have good performance in practice for a variety of learning tasks. Our experiments show that the PAC learners we construct have good performance for the task of invariant inference. We believe that by finding candidate invariants separating all good samples from all bad samples and misclassifying unseen points with low probability leads our technique to produce true invariants.

4.2.4 Complexity

If we have $m$ states in $d$ dimensions, then we need to cover $O(m^2)$ edges of graph $U$ using $O(m^d)$ hyperplanes of $F$. Greedy set cover has a time complexity of $O(m^2|F|)$. Considering $O(m^d)$ hyperplanes is, however, impractical. With a thousand samples for a four variable program, we will need to enumerate $10^{12}$ planes. Hence this algorithm has a very high space complexity and will run out of memory on most benchmarks of Section 4.4.

Suppose the invariant has $s$ hyperplanes. Hence the good states and bad states can be separated by $s$ hyperplanes. To achieve learning, we require that $F$ should contain $s$ hyperplanes that separate the good samples and the bad samples – since the planes constituting the invariant could be any arbitrary set, in general we need to select a lot of candidates to ensure this. By adding assumptions about the invariant, the size of $F$ can be reduced. Say for octagons, for thousand samples and four variables, the algorithm of Section 4.3.1 considers 24000 candidates.

4.2.5 Logic Minimization

The output of the algorithm of Section 4.2.2 is a set $S$ of hyperplanes separating every good sample from every bad sample. As described previously, these hyperplanes tessellate $\mathbb{R}^d$ into cells. Recall
that $S$ has the property that no cell contains both a good state and a bad state.

Now we must construct a predicate containing all good samples and excluding all bad samples. One obvious option is the union of cells labeled “good”. But this might result in a huge predicate since each cell is an intersection of half-spaces. Our goal is to compute a predicate with the smallest number of boolean operators such that it contains all the “good” cells and no “bad” cells. Let $\mathcal{H}$ be the set of half-spaces constituting the “good” cells. Define a boolean matrix $M$ with $m$ rows and $|\mathcal{H}|$ columns, and an $m$-dimensional vector $y$ as follows.

$$M(i, j) = \begin{cases} \text{true} & \text{if } i^{th} \text{ state } \in j^{th} \text{ half-space of } \mathcal{H} \\ \text{false} & \text{otherwise} \end{cases}$$

$$y(i) = \begin{cases} \text{true} & \text{if state is a good state} \\ \text{false} & \text{otherwise} \end{cases}$$

This matrix $M$ together with the vector $y$ resembles a partial truth table – the $i^{th}$ row of $M$ identifies the cell in which the $i^{th}$ state lies and $y(i)$ (the label of the $i^{th}$ state) gives the label for the cell (whether it is a cell containing only good states or only bad states). Now, we want to learn the simplest boolean function (in terms of the number of boolean operators) $f : \{\text{true, false}\}^{|\mathcal{H}|} \rightarrow \{\text{true, false}\}$, such that $f(M_i) = y(i)$ ($M_i$ is the $i^{th}$ row of $M$). This problem is called logic minimization and is NP-complete. Empirically, however, $S$ has a small number of hyperplanes, at most eight in our experiments, and we are able to use standard exponential time algorithms like the Quine-McCluskey algorithm [99] to get a small classifier.

In summary, we use set covering for learning geometric concepts (Section 4.2.2) to compute predicates with a small number of hyperplanes. Combining this with logic minimization, we compute a predicate with a small number of boolean connectives. Empirically, we find that these predicates are actual invariants for all the benchmarks that have an arbitrary boolean combination of linear inequalities as an invariant.

### 4.3 Practical Algorithms

The algorithm discussed in Section 4.2.2, although of considerable interest, has limited practical applicability because its space and time complexity is exponential in the dimension, which in our case, is the number of program variables (Section 4.2.4). This complexity is not too surprising since, for example, abstract interpretation over the abstract domain of convex hulls [40] is also exponential in the number of variables. In this chapter, we make the common assumption that the invariants come from a restricted class, which amounts to reducing the number of candidate sets for covering in our set cover algorithm. Therefore, we are able to obtain polynomial time algorithms in the number of samples and the dimension to generate classifiers under mild restrictions (Section 4.3.1).
4.3.1 Restricting Generality

Let $s$ denote the number of hyperplanes in the invariant. Then for PAC learning, we say the set $\mathcal{F}$ of candidate hyperplanes is *adequate* if it contains $s$ hyperplanes that completely separate the good samples from the bad samples. Recall that the complexity of the procedure of Section 4.2.2 is $O(m^2|\mathcal{F}|)$, and therefore a polynomial size set $\mathcal{F}$ makes the algorithm polynomial time. In addition, the set covering step can be parallelized for efficiency [14].

In the following two sections we will give two PAC learning algorithms. The formal proofs that these algorithms learn in the PAC model are beyond the scope of this thesis and are similar to the proofs in [22]. However, we do show the construction of adequate sets $\mathcal{F}$ that coupled with a good approximation factor of set cover [21] give us PAC learning guarantees.

**Predicate Abstraction**

Suppose we are given a set of predicates $\mathcal{P}$ where each predicate is a half-space. Assume that the invariant is a boolean combination of predicates in $\mathcal{P}$, and checking whether a given candidate $I$ is an invariant is co-NP-complete. If the invariant is an intersection or disjunction of predicates in $\mathcal{P}$, then Houdini [54] can find the invariant in time $P^{NP}$ (that is, it makes a polynomial number of calls to an oracle that can solve NP problems). When the predicates are arbitrary boolean combinations of half-spaces from $\mathcal{P}$, then the problem of finding the invariant is much harder, $NP^{NP}$-complete [91]. We are not aware of any previous approach that solves this problem.

Now suppose that instead of an exact invariant, we want to find a PAC classifier to separate the good states from the bad states. If the set of candidates $\mathcal{F}$ is $\mathcal{P}$, then this trivially guarantees that there are $s$ hyperplanes in $\mathcal{F}$ that do separate all the good states from the bad states – all we need to do now to obtain a PAC algorithm is to solve a set cover problem [21]. This observation allows us to obtain a practical algorithm. By using the greedy algorithm on $m$ samples, we can find a classifier in time $O(m^2|\mathcal{P}|)$. Therefore, by relaxing our problem to finding a classifier that separates good samples from bad samples, rather than finding an exact invariant, we are able to solve a $NP^{NP}$ complete problem in time $O(m^2|\mathcal{P}|)$ time, a very significant improvement in time complexity.

**Abstract Interpretation**

Simple predicate abstraction can be restrictive because the set of predicates is fixed and finite. Abstract interpretation is another approach to finding invariants that can deal with infinite sets of predicates. For scalable analyses, abstract interpretation assumes that invariants come from restricted abstract domains. Two of the most common abstract domains are boxes and octagons. In boxes, the predicates are of the form $\pm x + c \geq 0$, where $x$ is a program variable and $c$ is a constant. In octagons, the predicates are of the form $\pm x \pm y + c \geq 0$. Note that, by varying $c$, these form an infinite family of predicates. These restricted abstract domains amount to fixing the set of possible
slopes $w$ of the constituent half-spaces $w^T x + b \geq 0$ (the bias $b$ that corresponds to $c$, is however free).

Suppose now that we are given a finite set of slopes, that is, we are given a finite set of weight vectors $\Sigma = \{w_i \mid i = 1, \ldots, |\Sigma|\}$, such that the invariant only involves hyperplanes with these slopes. In this case, we observe that we can restrict our attention to hyperplanes that pass through one of the samples, because any hyperplane in the invariant that does not pass through any sample can be translated until it passes through one of the samples and the resulting predicate will still separate all the good samples from the bad samples. In this case, the set $\mathcal{F}$ is defined as follows:

$$\mathcal{F} = \{(w, b) \mid w \in \Sigma \text{ and } w^T x_i + b = 0 \text{ for some sample } x_i \in V\}$$

(4.1)

The size of $\mathcal{F}$ is $|\Sigma|m$. Again, this set contains $s$ hyperplanes that separate all the good samples from all the bad samples (the $s$ hyperplanes of the invariant, translated to where they pass through one of the samples), and therefore this set is adequate and coupled with set covering [21] gives us a PAC learning algorithm.

The time complexity for greedy set cover in this case also includes the time taken to compute the bias for each hyperplane in $\mathcal{F}$. There are $|\mathcal{F}| = |\Sigma|m$ such hyperplanes, and finding the bias for each hyperplane takes $O(d)$ time. The time complexity is therefore $O(m^2|\mathcal{F}| + d|\mathcal{F}|) = O(m^3|\Sigma|)$.

If we want to find classifiers over abstract domains such as boxes and octagons, then we can work with the appropriate slopes. For boxes $|\Sigma|$ is $O(d)$ and for octagons $|\Sigma|$ is $O(d^2)$. Interestingly, the increase in complexity when learning classifiers as we go from boxes to octagons mirrors the increase in complexity of the abstract interpretation. By adding more slopes we can move to more expressive abstract domains. Also note that the abstract domain over which we compute classifiers is much richer than the corresponding abstract interpretation. Conventional efficient abstract interpretation can only find invariants that are conjunctions of predicates, but we learn arbitrary boolean combinations of half-spaces, that allows us to learn arbitrary boolean combinations of predicates in abstract domains.

Again, we observe that by relaxing the requirement from an invariant to a classifier that separates good and bad samples, we are able to obtain predicates in polynomial time that are richer than any existing symbolic program verification tool we are familiar with.

### 4.3.2 Non-linear Invariants

Our geometric method of extracting likely invariants carries over to polynomial inequalities. Assume we are given a fixed bound $k$ on the degree of the polynomials. Consider a $d$-dimensional point $\vec{x} = (x_1, \ldots, x_d)$. We can map $\vec{x}$ to a $(\frac{d+k-1}{k})$-dimensional space by considering every possible
monomial involving the components of $\vec{x}$ of maximum degree $k$ as a separate dimension. Thus,

$$\phi(\vec{x}) = (x_1^{\alpha_1} x_2^{\alpha_2} \ldots x_d^{\alpha_d} | \sum_{i} \alpha_i \leq k, \alpha_i \in \mathbb{N})$$ (4.2)

Using the mapping $\phi$, we can transform every point $\vec{x}$ into a higher dimensional space. In this space, polynomial inequalities of degree $k$ are linear half-spaces, and so the entire machinery above carries through without any changes. In the general case, when we have no information about the invariant then we will take time exponential in $d$. When we know the slopes or the predicates constituting the invariants then we can get efficient algorithms by following the approach of Section 4.3.1. Therefore, we can infer likely invariants that are arbitrary boolean combinations of polynomial inequalities of a given degree.

### 4.3.3 Recovering Soundness

Once we obtain a classifier, we want to use it to construct proofs for programs. But the classifier is not guaranteed to be an invariant. To obtain soundness, we augment our learning algorithm with a theorem prover using a Guess-and-Check loop [129, 131]. We sample, perform learning, and propose a candidate invariant using the set cover approach for learning geometric concepts as described in Section 4.2.2 (the guess step). We then ask a theorem prover to check whether the candidate invariant is indeed an invariant (the check step). If the check succeeds we are done. Otherwise, the candidate invariant is not an invariant and we sample more states and guess again. When we terminate successfully, we have computed a sound invariant. For a candidate invariant $I$, we make the following queries:

1. The candidate invariant is weaker than the pre-condition $P \Rightarrow I$.
2. The candidate invariant implies the post-condition $I \land \neg E \Rightarrow Q$.
3. The candidate invariant is inductive $\{I \land E\} S \{I\}$.

If all three queries succeed, then we have found an invariant. Note that since we are working with samples, $I$ is neither an under-approximation nor an over-approximation of the actual invariant. If the first constraint fails, then a counter-example is a good state that $I$ classifies as bad. If the second constraint fails, then a counter-example is a bad state that $I$ classifies as good. If the third constraint, representing inductiveness, fails then we get a pair of states $(x, y)$ such that $I$ classifies $x$ as good, $y$ as bad, and if the loop body starts its execution from state $x$ then it can terminate in state $y$. Hence if $x$ is good then so is $y$ and $(x, y)$ refutes the candidate $I$. However, $x$ is unlabeled, i.e., we do not know whether it is a good state or not and we cannot add $x$ and $y$ to samples directly.

Now, we want our learning algorithm to generate a classifier that respects the pair $(x, y)$ of counter-example states: if the classifier includes $x$ then it also includes $y$. If the invariant has $s$
hyperplanes then the greedy set cover can be extended to generate a separator between good and bad samples that respects such pairs. The basic idea is to greedily select the hyperplanes which make the most number of pairs consistent. Moreover the number of hyperplanes in the output is guaranteed to be $O(s \log m^2)$: the size of the predicate can increase linearly with the number of pairs. This algorithm can be used to guide our learning algorithm in the case it finds an invariant that is not inductive. Note that the need for this extension did not arise in our experiments. Using a small amount of data, greedy set cover was sufficient to find an invariant. For buggy programs, a good state $g$, a bad state $b$, and a sequence of pairs $(x_1, x_2), (x_2, x_3), \ldots, (x_{k-1}, x_k)$ such that $g = x_1$ and $b = x_k$ is an error trace, i.e., certificate for a bug.

When we applied guess-and-check in the previous chapters to infer relevant predicates for verification, we checked for only two out of the three constraints listed above. Hence, these predicates did not prove any program property and moreover they were of limited expressiveness (no disjunctions among other restrictions). Checking fewer constraints coupled with reduced expressiveness made it straightforward to incorporate counter-examples. In contrast, we now must deal with the kinds of counter-examples (good, bad, and unlabeled) for an expressive class of predicates. Handling all three kinds is necessary to guarantee progress, ensuring that an incorrect candidate invariant is never proposed again. However, if the candidates are inadequate then the guess-and-check procedure will loop forever: Inadequacy results in candidate invariants that grow linearly with the number of samples.

If we want to analyze a single procedure program with multiple loops, then we process the loops beginning with the last, innermost loop and working outwards and upward to the first, outermost loop. The invariants of the processed loops become assertions or postconditions for the to-be-processed loops. While checking the candidate invariants, the condition that the candidate invariant should be weaker than the pre-condition is only checked for the topmost outermost loop $L$ and not for others. If this check generates a counter-example then the program is executed from the head of $L$ with the variables initialized using the counter-example. This execution generates new good states for the loops it reaches and invariant computation is repeated for these loops.

### 4.4 Experimental Evaluation

We have implemented and evaluated our approach on a number of challenging C benchmarks. Greedy set cover is implemented in one hundred lines of MATLAB code. We use Havoc [11] to generate BoogiePL programs from C programs annotated with candidate invariants. Next, Boogie [13] verification condition generator operates on the BoogiePL programs to check the candidate invariants by passing the verification conditions to Z3 theorem prover [43]. All experiments were performed on a 2.67GHz Intel Xeon processor system with 8 GB RAM running Windows 7 and MATLAB R2010b.
### Table 4.1: Evaluation of Guess-and-Check for disjunctive invariants.

<table>
<thead>
<tr>
<th>Program</th>
<th>LOC</th>
<th>#Loops</th>
<th>#Vars</th>
<th>#Good</th>
<th>#Bad</th>
<th>Learn(s)</th>
<th>Check(s)</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>fig6 [64]</td>
<td>16</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>0</td>
<td>0.030</td>
<td>1.04</td>
<td>OK</td>
</tr>
<tr>
<td>fig9 [64]</td>
<td>10</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>0.030</td>
<td>0.99</td>
<td>OK</td>
</tr>
<tr>
<td>prog2 [64]</td>
<td>19</td>
<td>1</td>
<td>2</td>
<td>10</td>
<td>0</td>
<td>0.034</td>
<td>1.00</td>
<td>OK</td>
</tr>
<tr>
<td>prog3 [64]</td>
<td>29</td>
<td>1</td>
<td>4</td>
<td>8</td>
<td>126</td>
<td>0.106</td>
<td>1.05</td>
<td>OK</td>
</tr>
<tr>
<td>test [64]</td>
<td>30</td>
<td>1</td>
<td>4</td>
<td>20</td>
<td>0</td>
<td>0.162</td>
<td>1.00</td>
<td>OK</td>
</tr>
<tr>
<td>ex23 [78]</td>
<td>20</td>
<td>1</td>
<td>2</td>
<td>111</td>
<td>0</td>
<td>0.045</td>
<td>1.05</td>
<td>OK</td>
</tr>
<tr>
<td>sas07 [61]</td>
<td>20</td>
<td>1</td>
<td>2</td>
<td>103</td>
<td>6112</td>
<td>2.64</td>
<td>1.02</td>
<td>OK</td>
</tr>
<tr>
<td>popl07 [66]</td>
<td>20</td>
<td>1</td>
<td>2</td>
<td>101</td>
<td>10000</td>
<td>2.85</td>
<td>0.99</td>
<td>OK</td>
</tr>
<tr>
<td>get-tag [71]</td>
<td>120</td>
<td>2</td>
<td>2</td>
<td>6</td>
<td>28</td>
<td>0.092</td>
<td>1.04</td>
<td>OK</td>
</tr>
<tr>
<td>hsort [71]</td>
<td>47</td>
<td>2</td>
<td>5</td>
<td>15</td>
<td>435</td>
<td>0.19</td>
<td>1.05</td>
<td>OK</td>
</tr>
<tr>
<td>mail1-qp [71]</td>
<td>92</td>
<td>1</td>
<td>3</td>
<td>9</td>
<td>253</td>
<td>0.11</td>
<td>1.05</td>
<td>OK</td>
</tr>
<tr>
<td>msort [71]</td>
<td>73</td>
<td>6</td>
<td>10</td>
<td>9</td>
<td>77</td>
<td>0.093</td>
<td>1.12</td>
<td>OK</td>
</tr>
<tr>
<td>nested [71]</td>
<td>21</td>
<td>3</td>
<td>4</td>
<td>49</td>
<td>392</td>
<td>0.24</td>
<td>0.99</td>
<td>OK</td>
</tr>
<tr>
<td>seq-len1 [71]</td>
<td>44</td>
<td>6</td>
<td>5</td>
<td>36</td>
<td>1029</td>
<td>0.32</td>
<td>1.04</td>
<td>PRE</td>
</tr>
<tr>
<td>seq-len [71]</td>
<td>44</td>
<td>6</td>
<td>5</td>
<td>224</td>
<td>3822</td>
<td>4.39</td>
<td>1.04</td>
<td>OK</td>
</tr>
<tr>
<td>spam [71]</td>
<td>57</td>
<td>2</td>
<td>5</td>
<td>11</td>
<td>147</td>
<td>1.01</td>
<td>1.05</td>
<td>OK</td>
</tr>
<tr>
<td>svd [71]</td>
<td>50</td>
<td>5</td>
<td>5</td>
<td>150</td>
<td>1708</td>
<td>4.92</td>
<td>0.99</td>
<td>OK</td>
</tr>
<tr>
<td>split [125]</td>
<td>20</td>
<td>1</td>
<td>5</td>
<td>36</td>
<td>4851</td>
<td>FAIL</td>
<td>NA</td>
<td>FAIL</td>
</tr>
<tr>
<td>div [125]</td>
<td>28</td>
<td>2</td>
<td>6</td>
<td>343</td>
<td>248</td>
<td>2.03</td>
<td>1.04</td>
<td>OK</td>
</tr>
</tbody>
</table>

Our implementation analyzes single procedure C programs with integer variables and assertions. Since all these programs contain loops, we need to compute invariants that are strong enough to prove the assertions. For every loop, our technique works as follows: first, we instrument the loop head to log the values of the variables in scope. Next, we run the program till termination on some test inputs to generate data. All internal non-deterministic choices, such as non-deterministic tests on branches, are randomly selected. All states reaching the loop head are stored in a matrix $good$. We then compute the null space of $good$ to get the sub-space $J$ in which the good states lie: $J$ represents the equality relationships that the good states satisfy. Working in the lower dimensional sub-space $J$ improves the performance of our algorithms by effectively reducing $d$, the number of independent variables.

Next, from the loop body, we statically identify the predicate $B$ representing the states that will violate some assertion after at most one iteration of the loop. We then sample the bad states from the predicate $B \land J$. The good and bad samples are then used to generate the set of candidate hyperplanes $\mathcal{F}$ using the specified slopes—octagons are sufficient for all programs except $seq\text{-}len$.

We perform another optimization: we restrict the candidates to just the octagons passing through
the good states, thus reducing the number of candidates. Note that this optimization still leads to an adequate set of candidates and we retain our learning guarantees. Next, using the greedy algorithm, we select the hyperplanes that separate the good from the bad states, and return a set of half-spaces $\mathcal{H}$ and a partial boolean function $f: f(b_1, \ldots, b_{|\mathcal{H}|})$ that represents the label of the cell that lies inside the half-spaces for which $b_i$’s are true and outside the half-space for which $b_i$ is false. This algorithm is linear in the number of bad states and its complexity is governed almost entirely by the number of good states. For our benchmarks, $|\mathcal{H}|$ was at most 8. We use the Quine-McCluskey algorithm for logic minimization (Section 4.2.5) that returns the smallest total boolean function $g$ that agrees with $f$. Conjoining the predicate obtained using $g$ and $\mathcal{H}$ with $J$ yields a candidate invariant. This invariant is added as an annotation to the original program that is checked with Boogie for assertion violations.

**Evaluation** The overall approach is the following: generate data, learn a candidate invariant, and check the candidate invariant using Boogie. If Boogie approves the candidate then we have successfully found an invariant. If the candidate is not an invariant, we generate more data until we discover counter-examples to the candidate. Next, we run the learner again with the counter-examples as additional data.

An important empirical question regarding this approach is that how much data is sufficient to obtain a sound invariant. To answer this question, we adopt the following method for generating data: we run the programs on all possible inputs s.t. all input variables have their values between $[-1,N]$ where $N$ is initially zero. This process generates good states at the loop head. Next we generate bad states and check whether our first guess is an invariant. If not then we continue generating more bad states and checking if the guess is an invariant. If we have generated 10,000 bad states and still have not found an invariant then we increment $N$ by one and repeat the process. We are able to obtain a sound invariant within four iterations of this process for our linear benchmarks; div needs ten iterations: it needs more data as the (non-linear) invariant is found in a higher dimensional space.

Now we explain our approach of sampling bad states given a set of good states. Each variable $x$ at the loop head takes values in some range $[L_x,M_x]$ for the good states. To sample the bad states, we exhaustively enumerate states (in the subspace in which the good states lie) where the value of each variable $x$ varies over the range $[L_x,M_x]$. For deterministic programs with finite number of reachable states, any enumerated state that is unreachable is labeled bad. For others, bad states are generated by identifying the enumerated states satisfying the predicate $B$ representing bad states. Because this process can enumerate a very large number of states unless the range or number of variables is small, we incrementally enumerate the states until we generate 10,000 bad states. The results in Table 4.1 show the number of good states (column 5) and bad states (column 6) that yield a sound invariant.

We observe that only a few good states are required for these benchmarks, which leads us to
believe that existing test suites of programs should be sufficient for generating sound invariants. We observe that our sampling strategy based on enumeration generates many bad states that do not remain useful for the later iterations of the algorithm. The candidate invariant is mainly determined by the bad states that are close to the good states and not those that are further away and play no role in determining the good state/bad state boundary. The complexity of our algorithm is governed mainly by the good states, due to our optimizations, and hence accumulating superfluous bad states is not an issue for these benchmarks. Since the candidate inequalities are determined by the good and bad states, the good and bad samples should be generated with the goal of including the inequalities of the invariants in the set of candidates. Note that we use a naive strategy for sampling. Better strategies directed towards the above goal are certainly possible and may work better.

The benchmarks that we used for evaluating our technique are shown in the first column (labeled **Program** of Table 4.1. **Lee-Yannakakis** partition refinement algorithm [94] does not work well on **fig6**; **SYNERGY** [64] fails to terminate on **fig9**; **prog2** has a loop with a large constant number of iterations and predicate abstraction based tools like **SLAM** take time proportional to the number of loop iterations. The program **prog3** requires a disjunctive invariant. For **test**, we find the invariant \( y = x + lock \): **SLAM** finds the disjunctive invariant \((x = y \Rightarrow lock = 0 \land x \neq y \Rightarrow lock = 1)\). For **ex23**, we discovered the invariant \( z = counter + 36y \). This is possible because the size of constants are bounded only for computing inequalities: the equalities in \( J \) have no restriction on the size of constants. Such relationships are beyond the scope of tools performing abstract interpretation over octagons [92]. The equalities in \( J \) are sufficient to verify the correctness of the benchmarks containing a zero in column **#Bad** of Table 4.1. The programs **sas07** and **pop107** are deterministic programs requiring disjunctive invariants. We handle these without using any templates [71]. The programs **get-tag** through **svd** are the benchmarks used to evaluate the template based invariant generation tool **InvGen** [71]. As seen from Table 4.1, we are faster than **InvGen** on half of these programs, and slower on the other half.

We modify **seq-len** to obtain the benchmark **seq-len1**; the program **seq-len1** assumes that all inputs are positive. We are able to find strong invariants for the loops, using octagons for slopes, that are sufficient to prove the correctness of this program. These invariants include sophisticated equalities like \( i + k = n0 + n1 + n2 \). Since we proved the correctness by assuming a pre-condition on inputs, the **Result** column says PRE. Next, we analyze **seq-len**, that has no pre-conditions on inputs, using octagons as slopes. We obtain a separator that has as many linear inequalities as the number of input states; such a predicate will not generalize. For this example, there is no separator small in size if we restrict the domain of our slopes to octagons. Therefore, we add slopes of hyperplanes that constitute invariants of **seq-len1** and similar slopes to our bag of slopes. We are then able to prove **seq-len** correct by discovering invariants like \( i + k \geq n0 + n1 + n2 \). This demonstrates how we can find logically stronger invariants in specialized contexts.
The split program requires an invariant that uses an interpreted function iseven. Our approach fails on this program as the desired invariant cannot be expressed as an arbitrary boolean combinations of half-spaces. For the div program, the objective is to verify that the computed remainder is less than the divisor and the quotient times divisor plus remainder is equal to dividend. Using the technique described in Section 4.3.2 with a degree bound of 2, we are able to infer a invariant that proves the specification.

4.5 Related Work

In this section, we compare our approach with existing techniques that generate invariants composed of inequalities. A discussion of techniques that infer equality invariants can be found in Section 2.7.

Linear invariant generation tools that are based on abstract interpretation [37, 40], constraint solving [35, 71], or probabilistic inference [66] cannot handle arbitrary boolean combinations of half-spaces. Similar to us, Clousot [93] improves its performance by conjoining equalities and inequalities over boxes. Some approaches like [50, 53, 61, 66, 68, 98, 124] can handle disjunctions, but they restrict the number of disjunctions by widening, manual input, or trace based heuristics. In contrast, [57] handles disjunctions of a specific form.

Predicate abstraction based tools are geared towards computing arbitrary boolean combinations of predicates [2, 12, 16, 18, 63, 64]. Among these, Yogi [64] uses test cases to determine where to refine its abstraction However, just like [104], it uses the trace and not the concrete states generated by a test. InvGen [71] uses test cases for constraint simplification, but they do not generalize from tests with provable generalization guarantees. In a separate work, we ran support vector machines [114], a widely used machine learning algorithm, in a Guess-and-Check loop to obtain a sound interpolation procedure [131]. However, [131] cannot handle disjunctions and computed interpolants need not be inductive.

Existing tools for non-linear invariant generation can produce invariants that are conjunctions of polynomial equalities [25, 34, 89, 103, 107, 120, 121, 125] or candidate invariants that are conjunctions of polynomial inequalities [107]. We soundly infer invariants that are arbitrary boolean combinations of polynomial inequalities.

Finally, in Chapter 2, we provided soundness and termination guarantees for generating polynomial equalities as invariants. A termination proof was possible as the Guess-and-Check loop there can return the trivial invariant true: it is not required to find invariants strong enough to prove some property of interest, which is our goal here.
Chapter 5

General Invariant Inference

In the earlier chapters we discussed invariant inference for integer manipulating programs. In this chapter, we discuss a general invariant inference based engine based on decision procedures. The idea of using decision procedures for invariant inference is not new [47, 71]. However, this approach has been applied previously only in domains with some special structure, e.g., when the VCs belong to theories that admit quantifier elimination, such as linear rational arithmetic (Farkas’ lemma) or linear integer arithmetic (Cooper’s method). For general inference tasks, such theory-specific techniques do not apply, and the use of decision procedures for such tasks has been restricted to invariant checking: to prove or refute a given manually provided candidate invariant.

**Guess-and-Check** provides a general framework that, given a procedure for checking invariants, uses that checker to produce an invariant inference engine for a given language of possible invariants. We apply **Guess-and-Check** to various classes of invariants; we use it to generate inference procedures that prove safety properties of numerical programs, prove non-termination of numerical programs, prove functional specifications of array manipulating programs, prove safety properties of string manipulating programs, and prove functional specifications of heap manipulating programs that use linked list data structures. The two main characteristics of our approach are

- The decision procedure is only used to check a program annotated with candidate invariants (in contrast to approaches that use the decision procedure directly to infer an invariant).

- We use a randomized search algorithm to search for candidate invariants. Empirically, the search technique is effective for generating good candidates for various classes of invariants.

The use of a decision procedure as a checker for candidate invariants is also not novel [55, 56, 83, 88, 110, 129, 130]. The main contribution of this chapter is a general and effective search procedure that makes a general framework feasible. The use of randomized search is motivated by its recent success in program synthesis [3, 126] and recognizing that invariant inference is also a synthesis task. More specifically, our contributions are:
We describe a Guess-and-Check based framework that iteratively invokes randomized search and a decision procedure to perform invariant inference. The randomized search combines random walks with hill climbing and is an instantiation of the well-known Metropolis Hastings MCMC sampler [28].

We empirically demonstrate the generality of our search algorithm. We use randomized search for finding numerical invariants, recurrent sets [70], universally quantified invariants over arrays, invariants over string operators, and invariants involving reachability predicates for linked list manipulating programs. These studies show that invariant inference is amenable to randomized search.

Randomized search is effective only when done efficiently. We describe optimizations that allow us to obtain practical randomized search algorithms for invariant inference.

Even though we expect the general inference engines based on randomized search to be inferior in performance to the domain specific invariant inference approaches, our experiments show that randomized search has competitive performance with the more specialized techniques (by which we mean that the specialized techniques are not the obvious winners in any performance comparison, not that randomized search is consistently faster). This outcome does not prove that randomized search will always be competitive with techniques tuned to a particular domain, but does show that randomized search is worth evaluating, as it is usually simple to implement. The rest of the chapter is organized as follows. We describe our search algorithm in Section 5.1. Next, we describe inference of numerical invariants in Section 5.2, universally quantified invariants over arrays in Section 5.3, string invariants in Section 5.4, and invariants over linked lists in Section 5.5. Finally, we discuss related work in Section 5.6.

5.1 Preliminaries

An imperative program annotated with invariants can be verified by checking some verification conditions (VCs), which must be discharged by a decision procedure. As an example, consider the following program:

\[
\text{assume } P; \text{ while } B \text{ do } S \text{ od; assert } Q
\]

The loop has a pre-condition \( P \). The entry to the loop is guarded by the predicate \( B \) and \( S \) is the loop body (which, for the moment, we assume to be loop-free). We assert that the states obtained after execution of the loop satisfy \( Q \). Given a loop invariant \( I \), we can prove that the assertion holds if the following three VCs are valid:

\[
P \Rightarrow I; \quad \{I \land B\}S\{I\}; \quad I \land \neg B \Rightarrow Q
\]
Given a candidate invariant \( C \), a decision procedure checks the conditions of Equation 5.1. Since there are three conditions for a predicate to be an invariant, there are three queries that need to be discharged to check a candidate. Each query, if it fails, generates a different kind of counterexample. We discuss these next.

The first condition states that for any invariant \( I \), any state that satisfies \( P \) also satisfies \( I \). However, if \( P \land \neg C \) has a satisfying assignment \( g \), then \( P(g) \) is \( \text{true} \) and \( C(g) \) is \( \text{false} \) and hence \( g \) proves \( C \) is not an invariant. We call any state that must be satisfied by an actual invariant, such as \( g \), a \textit{good} state. Now consider the second condition of Equation 5.1. A pair \((s, t)\) satisfies the property that \( s \) satisfies \( B \) and if the execution of \( S \) is started in state \( s \) then \( S \) can terminate in state \( t \). Since an actual invariant \( I \) is inductive, it should satisfy \( I(s) \Rightarrow I(t) \). Hence, a pair \((s, t)\) satisfying \( C(s) \land \neg C(t) \) proves \( C \) is not an invariant. Finally, consider the third condition. A satisfying assignment \( b \) of \( C \land \neg B \land \neg Q \) proves \( C \) is inadequate to discharge the post-condition. For an adequate invariant \( I \), \( I(b) \) should be \( \text{false} \). We call a state that must not be satisfied by an adequate invariant, such as \( b \), a \textit{bad} state. Hence, given an incorrect candidate invariant and a decision procedure that can produce counterexamples, the decision procedure can produce either a good state, a pair, or a bad state as a counterexample to refute the candidate.

Problems other than invariant inference can also be reduced to finding some unknown predicates to satisfy some VCs [62]. Consider the following problem: prove that the loop \( \text{while } B \text{ do } S \text{ od} \) goes into non-termination if executed with input \( i \). One can obtain such a proof by demonstrating a recurrent set \([24, 70]\) \( I \) which makes the following VCs valid.

\[
I(i); \quad \{ I \land B \} S \{ I \}; \quad I \Rightarrow B \tag{5.2}
\]

Our inference algorithm consumes such VCs with some unknown predicates. We use the term \textit{invariant} for any such unknown predicate that we want to infer. In the rest of this section, we focus on the case when we need to infer a single predicate. The development here can be easily generalized to the case where we need to infer multiple predicates.

Our search algorithm is based on Markov Chain Monte Carlo (MCMC) sampling. Specifically, we use the Metropolis Hastings algorithm, which we describe next.

### 5.1.1 Metropolis Hastings

We denote the verification conditions by \( V \), the unknown invariant by \( I \), a candidate invariant by \( C \), the set of predicates that satisfy \( V \) by \( \mathcal{I} \) (more than one predicate can satisfy \( V \)), and the set of all possible candidates \( C \) by \( \mathcal{S} \).

We view inference as a cost minimization problem. For each predicate \( P \in \mathcal{S} \) we assign a non-negative cost \( c_V(P) \) where the subscript indicates that the cost depends on the VCs. Suppose the cost function is designed to obey \( C \in \mathcal{I} \Leftrightarrow c_V(C) = 0 \). Then by minimizing \( c_V \) we can find an
Search\( (J: \text{Initial candidate}) \)  

Returns: A candidate \( C \) with \( c_V(C) = 0 \).  

1: \( C := J \)  
2: while \( c_V(C) \neq 0 \) do  
3: \( m := \text{SampleMove}(\text{rand}()) \)  
4: \( C' := m(C) \)  
5: \( c_o := c_V(C), c_n := c_V(C') \)  
6: \( \text{if } c_n < c_o \text{ or } e^{-\gamma(c_n - c_o)} > \frac{\text{rand}()}{\text{RANDMAX}} \text{ then} \)  
7: \( C := C' \)  
8: end if  
9: end while  
return \( C \)  

Figure 5.1: Metropolis Hastings for cost minimization.  

Invariant. In general, \( c_V \) is highly irregular and not amenable to exact optimization techniques. In this chapter, we use a MCMC sampler to minimize \( c_V \).  

The basic idea of a Metropolis Hastings sampler is given in Figure 5.1. The algorithm maintains a current candidate \( C \). It also has a set of moves. A move, \( m : S \rightarrow S \), mutates a candidate to a different candidate. The goal of the search is to sample candidates with low cost. By applying a randomly chosen move, the search transitions from a candidate \( C \) to a new candidate \( C' \). If \( C' \) has lower cost than \( C \) we keep it and \( C' \) becomes the current candidate. If \( C' \) has higher cost than \( C \), then with some probability we still keep \( C' \). Otherwise, we undo this move and apply another randomly selected move to \( C \). Using these random mutations, combined with the use of the cost function, the search moves towards low cost candidates. We continue proposing moves until the search converges: the cost reduces to zero.  

The algorithm in Figure 5.1, when instantiated with a suitable proposal mechanism (SampleMove) and a cost function \( c_V \), can be used for a variety of optimization tasks. If the proposal mechanism is designed to be symmetric and ergodic then the algorithm in Figure 5.1 has interesting theoretical guarantees.  

A proposal mechanism is symmetric if the probability of proposing a transition from \( C_1 \) to \( C_2 \) is equal to the probability of proposing a transition from \( C_2 \) to \( C_1 \). Note that the cost is not involved here: whether the proposal is accepted or rejected is a different matter. Symmetry just talks about the probability that a particular transition is proposed from the available transitions.  

A proposal mechanism is ergodic if there is a non-zero probability of reaching every possible candidate \( C_2 \) starting from any arbitrary candidate \( C_1 \). That is, there is a sequence of moves, \( m_1, m_2, \ldots, m_k \), such that the probability of sampling each \( m_i \) is non-zero and \( C_2 = m_k(\ldots(m_1(C_1)\ldots) \). This property is desirable because it says that it is not impossible to reach \( \mathcal{I} \) starting from a bad initial guess. If the proposal mechanism is symmetric and ergodic then the following theorem holds [5]:  

**Theorem 7.** In the limit, the algorithm in Figure 5.1 samples candidates in inverse proportion to
their cost.

Intuitively, this theorem says that the candidates with lower cost are sampled more frequently. A corollary of this theorem is that the search always converges. The proof of this theorem relies on the fact that the search space $S$ should be finite dimensional. Note that MCMC sampling has been shown to be effective in practice for extremely large search spaces and, with good cost functions, is empirically known to converge well before the limit is reached [5]. Hence, we design our search space of invariants to be a large but finite dimensional space that contains most useful invariants by using templates. For example, our search space of disjunctive numerical invariants restricts the boolean structure of the invariants to be a DNF formula with ten disjuncts where each disjunct is a conjunction of ten linear inequalities. This very large search space is more than sufficient to express all the invariants in our numerical benchmarks.

Theorem 7 has limitations. The guarantee is only asymptotic and convergence could require more than the remaining lifetime of the universe. However, if the cost function is arbitrary then it is unlikely that any better guarantee can be made. In practice, for a wide range of cost functions with domains ranging from protein alignment [106] to superoptimization [126], MCMC sampling has been demonstrated to converge in reasonable time. Different cost functions do result in different convergence rates. Empirically, cost functions that provide feedback to the search have been found to be useful [126]. If the search makes a move that takes it closer to the answer then it should be rewarded with a decrease in cost. Similarly, if the search transitions to something worse then the cost should increase. We next present our cost function.

5.1.2 Cost Function

Consider the VCs of Equation 5.1. One natural choice for the cost function is

$$c_V(C) = 1 - \text{Validate}(V[C/I])$$

where $\text{Validate}(X)$ is 1 if predicate $X$ is valid and 0 otherwise. We substitute the candidate $C$ for the unknown predicate $I$ in the VCs and if the VCs are valid then the cost is zero and otherwise the cost is one. This cost function has the advantage that a candidate with cost zero is an invariant. However, this cost function is a poor choice for two reasons:

1. Validation is slow. A decision procedure takes several milliseconds in the best case to discharge a query. For a random search to be effective we need to be able to explore a large number of proposals quickly.

2. This cost function does not give any incremental feedback. The cost of all incorrect candidates is one, although some candidates are clearly closer to the correct invariant than others.
Empirically, search based on this cost function times out on even the simplest of our benchmarks. Instead of using a decision procedure in the inner loop of the search, we use a set of concrete program states that allows us to quickly identify incorrect candidates. As we shall see, concrete states also give us a straightforward way to measure how close a candidate is to a true invariant.

Recall from the discussion of Equation 5.1 that there are three different kinds of interesting concrete states. Assume we have a set of good states $G$, a set of bad states $B$, and a set of pairs $Z$. The data elements encode constraints that a true invariant must satisfy. A good candidate $C$ should satisfy the following constraints:

1. It should separate all the good states from all the bad states: $\forall g \in G. \forall b \in B. \neg (C(g) \leftrightarrow C(b))$.
2. It should contain all good states: $\forall g \in G. C(g)$.
3. It should exclude all bad states: $\forall b \in B. \neg C(b)$.
4. It should satisfy all pairs: $\forall (s, t) \in Z. C(s) \Rightarrow C(t)$.

For most classes of predicates it is easy to check whether a candidate satisfies these constraints for given sets $G$, $B$, and $Z$ without using decision procedures. For every violated constraint, we assign a penalty cost. In general, we can assign different weights to different constraints, but for simplicity, we weigh them equally. The reader may notice that the first constraint is subsumed by constraints 2 and 3. However, we keep it as a separate constraint as it encodes the amount of data that justifies a candidate. If a move causes a candidate to satisfy a bad state (which it did not satisfy before) then intuitively the increase in cost should be higher if the initial candidate satisfied many good states than if it satisfied only one good state. The third constraint penalizes equally in both scenarios (the cost increases by 1) and in such situations the first constraint is useful. The result is a cost function that does not require decision procedure calls, is fast to evaluate, and can give incremental credit to the search: the candidates that violate more constraints are assigned a higher cost than those that violate only a few constraints.

$$c_V(C) = \sum_{g \in G} \sum_{b \in B} (\neg C(g) \ast \neg C(b) + C(g) \ast C(b)) + \sum_{g \in G} \neg C(g) + \sum_{b \in B} C(b) + \sum_{(s, t) \in Z} C(s) \ast \neg C(t)$$  \hspace{1cm} (5.3)

In evaluating this expression, we interpret $false$ as zero and $true$ as one. The first line encodes the first constraint, the second line encodes the second and the third constraints, and the third line encodes the fourth constraint.

This cost function has one serious limitation: Even if a candidate has zero cost, still the candidate might not be an invariant. Once a zero cost candidate $C$ is found, we check whether $C$ is an invariant using a decision procedure; note this decision procedure call is made only if $C$ satisfies all the constraints and therefore has at least some chance of actually being an invariant. If $C$ is not an
invariant one of the three parts of Equation 5.1 will fail and if the decision procedure can produce counterexamples then the counterexample will also be one of three possible kinds. If the candidate violates the first implication of Equation 5.1 then the counterexample is a good state and we add it to \( G \). If the candidate violates the second implication then the counter example is a pair that we add to \( Z \), and finally if the candidate violates the third implication then we get a bad state that we add to \( B \). We then search again for a candidate with zero cost according to the updated data. Thus our inference procedure can be thought of as a counterexample guided inductive synthesis (CEGIS) procedure [136], in particular, as an ICE learner [56]. Note that a pair \((s, t)\) can also contribute to \( G \) or \( B \). If \( s \in G \) then \( t \) can be added to \( G \). Similarly, if \( t \in B \) then \( s \) can be added to \( B \). If a state is in both \( G \) and \( B \) then we abort the search. Such a state is both a certificate of the invalidity of the VCs and of a bug in the original program.

Not all decision procedures can produce counterexamples; in fact, in many more expressive domains of interest (e.g., the theory of arrays) generating counterexamples is impossible in general. In such situations the data we need can also be obtained by running the program. Consider the program point \( \eta \) where the invariant is supposed to hold. Good states are generated by running the program with inputs that satisfy the pre-conditions and collecting the states that reach \( \eta \). Next, we start the execution of the program from \( \eta \) with an arbitrary state \( \sigma \); i.e., we start the execution of the program “in the middle”. If an assertion violation happens during the execution then all the states reaching \( \eta \), including \( \sigma \), during this execution are bad states. Otherwise, including the case when the program does not terminate (the loop is halted after a user-specified number of iterations), the successive states reaching \( \eta \) can be added as pairs. Note that successive states reaching the loop head are always pairs and may also be pairs of good states, bad states, or even neither.

The cost function of Equation 5.3 easily generalizes to the case when we have multiple unknown predicates. Suppose there are \( n \) unknown predicates \( I_1, I_2, \ldots, I_n \) in the VCs. We associate a set of good states \( G_i \) and bad states \( B_i \) with every predicate \( I_i \). For pairs, we observe that VCs in our benchmarks have at most one unknown predicate symbol to the right of the implication and one unknown predicate symbol to the left (both occurring positively), implying that commonly \( n^2 \) sets of pairs suffices: a set of pairs \( Z_{i,j} \) is associated with every pair of unknown predicates \( I_i \) and \( I_j \). A candidate \( C_1, \ldots, C_n \) satisfies the set of pairs \( Z_{i,j} \) if \( \forall(s, t) \in Z_{i,j}. C_i(s) \Rightarrow C_j(t) \). For the pair \((s, t) \in Z_{i,j}\), if \( s \in G_i \) then we add \( t \) to \( G_j \) and if \( t \in B_j \) then we add \( s \) to \( B_i \). Each of \( G_i, B_i, \) and \( Z_{i,j} \) induces constraints and a candidate is penalized by each constraint it fails to satisfy.

In subsequent sections we use the cost function in Equation 5.3 and the search algorithm in Figure 5.1, irrespective of the type of program (numeric, array, string, or list) under consideration. What differs is the instantiation of GUESS-AND-CHECK with different decision procedures and search spaces of invariants. Since a proposal mechanism dictates how a search space is traversed, different search spaces require different proposal mechanisms. In general, when GUESS-AND-CHECK is instantiated with a search space, the user must provide a proposal mechanism and a function
eval that evaluates a predicate in the search space on a concrete state, returning true or false. The function eval is used to evaluate the cost function; for the search spaces discussed in this chapter, the implementation of eval is straightforward and we omit it. We discuss the proposal mechanisms for each of the search spaces in some detail in the subsequent sections.

5.2 Numerical Invariants

We describe the proposal mechanism for inferring numerical invariants. Suppose $x_1, x_2, \ldots, x_n$ are the variables of the program, all of type $\mathbb{Z}$. A program state $\sigma$ is a valuation of these variables: $\sigma \in \mathbb{Z}^n$. For each unknown predicate of the given VCs, the search space $S$ is formulas of the following form:

$$\forall_{i=1}^{\alpha} \exists_{j=1}^{\beta} \left( \sum_{k=1}^{n} w^{(i,j)}_k x_k \leq t^{(i,j)}_j \right)$$

Hence, predicates in $S$ are boolean combinations of linear inequalities. We refer to $w$’s as coefficients and $t$’s as constants. The possible values that $w$’s can take are restricted to a finite bag of coefficients $W = \{w_1, w_2, \ldots, w_{|W|}\}$. In our evaluation, the set $W = \{-1, 0, 1\}$ suffices. If needed, heuristics described in [4] can be used to obtain $W$. The possible values of $t$’s are valuations of expression trees with leaves from a finite bag of constants $F = \{f_1, f_2, \ldots, f_{|F|}\}$. Binary multiplication and addition constitute the internal nodes of the expression trees. In our evaluation, the bag $F$ contain all of the statically occurring constants in the program and their negations. The expression trees are created by the GEN-E procedure (Figure 5.2). Possible expression trees include $f_1 \times f_2$, $(f_1 + f_2) + f_3$, etc.

For our experiments, for the benchmarks that require conjunctive invariants we set $\alpha = 1$ and $\beta = 10$ and for those that require disjunctive invariants we set $\alpha = \beta = 10$. This search space, $S$, is sufficiently large to contain invariants for all of our benchmarks.

5.2.1 Proposal Mechanism

We use $y \sim Y$ to denote that $y$ is selected uniformly at random from the set $Y$ and $[a : b]$ to denote the set of integers in the range $\{a, a+1, \ldots, b-1, b\}$. Unless stated otherwise, all random choices are derived from uniform distributions. Before a move we make the following random selections: $i \sim [1 : \alpha]$, $j \sim [1 : \beta]$, and $k \sim [1 : n]$ .We have the following three moves, each of which is selected with probability $1/3$:

- Coefficient move: select $l \sim [1 : |W|]$ and update $w^{(i,j)}_k$ to $W_l$.
- Constant move: update $t^{(i,j)}$ to GEN-E($F$) (Figure 5.2).
- Inequality move: With probability $1 - \rho$, apply constant move to $t^{(i,j)}$ and coefficient move to $w^{(i,j)}_h$ for all $h \in [1 : n]$. Otherwise (with probability $\rho$) remove the inequality by replacing it with true.
These moves are motivated by the fact that prior empirical studies of MCMC have found that a proposal mechanism that has a good mixture of moves that make minor and major changes to a candidate leads to good results [126]. The first two moves make small changes and the last move can change an inequality completely.

This proposal mechanism is symmetric and ergodic. Using inequality moves we can transform any predicate in $S$ to any other predicate in $S$. For proving symmetry observe that the moves are themselves symmetric: if a move mutates $C_1$ to $C_2$ with probability $p$ then the same move also updates $C_2$ to $C_1$ with probability $p$. It is easy to see that if all the moves are symmetric then the proposal mechanism is symmetric. Combining this proposal mechanism with the cost function in Equation 5.3 and the procedure in Figure 5.1 provides us a search procedure for numerical invariants. We call this procedure MCMC in the empirical evaluation of Section 5.2.3. Next, we describe two variations of this procedure.

In the first variation, we accept every move irrespective of the cost. The search terminates when a zero cost candidate is found. The resulting procedure is a pure random walk through the search space. The motivation for considering this variation is that it helps us evaluate the benefit of the cost function. We call this search strategy Pure in the evaluation in Section 5.2.3.

In the second variation, we further constrain the search space. The user provides templates to restrict the constituent inequalities of the candidate invariants. As an example, suppose we have a program with two variables $x_1$ and $x_2$ and the user restricts the invariants to boolean combinations of intervals. The inequalities must then be of the form $x_1 \leq d$, $x_1 \geq d$, $x_2 \leq d$, and $x_2 \geq d$. In general, the user can restrict the coefficients using other abstract domains like octagons [102] (bounds on sum or difference of at most two variables $\pm x_i \pm x_j \leq d$), octahedra [31] (bounds on all possible sums or differences of variables $\sum_i \pm x_i \leq d$), etc. In this variation, our moves need to ensure that the inequalities in the candidate invariants satisfy the templates. Hence, we need to modify the coefficient moves. The constant moves remain unchanged.

We replace the coefficient move with a template move: Select an inequality and replace all the coefficients with coefficients from a randomly chosen selection of coefficients permitted by the template. For example, for intervals, $x_1 \leq 2$ can be mutated to $-x_2 \leq 2$ by a template move. The inequality move applies a constant move and a template move. This variation is called Templ in the evaluation in Section 5.2.3.

### 5.2.2 Example

We give a simple example to illustrate the moves. Suppose we have two variables $x_1$ and $x_2$, $\alpha = \beta = 1$, the initial candidate is $C \equiv 0 \ast x_1 + 0 \ast x_2 \leq 0$, $W = \{0, 1\}$, and $F = \{0, 1\}$. Then a coefficient move leaves $C$ unchanged with probability 0.5 and mutates it to $1 \ast x_1 + 0 \ast x_2 \leq 0$ or $0 \ast x_1 + 1 \ast x_2 \leq 0$ with probability 0.25 each. A constant move selects a new constant $t$ (by calling Figure 5.2) to be one of $\{0, 1\}$ with probability 0.25 each, one of $\{0+1, 1+0, 0+0, 1+1, 1 \times 0, 0 \times 1, 0 \times 0, 1 \times 1\}$ with probability
GEN-E( $F$: An array of integers )
Returns: An integer.

1: $t := r(F)$; $O := \{+, \times, \perp, \perp\}$;
2: $o := r(O)$;
3: while $o \neq \perp$ do
4: $f := r(F)$; $t := o(t, f)$; $o := r(O)$;
5: end while
6: return $t$

Figure 5.2: Generate a random expression tree using leaves in $F$ and operators in $O$; $r(A)$ returns an element selected uniformly at random from the array $A$.

\begin{figure}[h]
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\includegraphics[width=0.5\textwidth]{chart.png}
\caption{Statistics for three different randomized searches applied to the \texttt{cgr2} benchmark.}
\end{figure}

$\frac{1}{32}$ each, etc., and mutates $C$ to $0 \times x_1 + 0 \times x_2 \leq t$ with the associated probability. An inequality move applies a constant move and a coefficient move to each coefficient. If we use intervals as templates then the possible values of the coefficients are $\{(0,0), (0,1), (0,-1), (1,0), (-1,0)\}$. Hence a template move leaves $C$ unchanged with probability 0.2 and mutates it to $-x_1 \leq 0$, $x_1 \leq 0$, $-x_2 \leq 0$, or $x_2 \leq 0$ with probability 0.2 each. With templates, an inequality move applies a template move and a constant move.

5.2.3 Evaluation

We start with no data: $G = B = Z = \emptyset$. The initial candidate invariant $J$ is the predicate in $S$ that has all the coefficients and the constants set to zero: $\forall i, j, k. w_k^{(i,j)} = 0$ and $t^{(i,j)} = 0$. The cost is evaluated using Equation 5.3 and when a candidate with cost zero is found then the decision procedure Z3 [43] is called. If Z3 proves that the candidate is indeed an invariant then we are done. Otherwise, Z3 provides a model. For better feedback, we ask Z3 for at most five distinct models. We extract counter-examples (good states, bad states, or pairs) from the models, they are incorporated in the data and the search is restarted with $J$ as the initial candidate. A round consists of one search-and-validate iteration: finding a predicate with zero cost and asking Z3 to prove/refute it.

Observe that since the search space is finite-dimensional, we can also use a decision procedure to search for a candidate invariant. This direction was pursued in recent work by Garg et al. [56].
Similar to us, they bound the search space to a finite set and iteratively invoke search and validate phases. Instead of using randomized search, they rely on Z3 to find an instantiation of the coefficients and the constants. Hence by comparing our approach against theirs, we can compare systematic search using a decision procedure with a randomized search.

The results of these comparisons are in Table 5.1. The first column is the name of the benchmark. For each benchmark, the problem is to find an invariant strong enough to discharge assertions in the program. All benchmarks except monniaux and nested are part of the benchmark suite described in [56]. The additional benchmarks are described below. Many of these benchmarks are flagship examples used by the respective papers to motivate a new technique for invariant inference. Five of these benchmarks require disjunctive invariants. The Z3-H column shows the time taken by Z3-Horn in seconds. Z3-Horn is a decision procedure inside Z3 for solving VCs with unknown predicates. We observe that it is the fastest method for most of the programs. However, it crashes on ex23 (? in the table), is slow for monniaux, and times out on tcs (TO in the table). The ICE column shows the search-and-validate approach of [56]. While slower, it is able to handle the benchmarks that trouble Z3-Horn. The fourth column evaluates the geometric machine learning algorithm of Chapter 4 to search for candidate invariants and the next column is InvGen [71] a symbolic invariant inference engine that uses concrete data for constraint simplification. Columns ICE, [130], and [71] have been copied verbatim from [56] and the reader is referred to [56] for details.

The experiments in the last three columns (Pure, MCMC, and Templ) are performed on a 2.2 GHz Intel i7 with 4GB of memory. The experiments we compare to in Table 5.1 and in the rest of the chapter were performed on a variety of machines. Our goal in reporting performance numbers is not

<table>
<thead>
<tr>
<th>Program</th>
<th>Z3-H</th>
<th>ICE</th>
<th>[130]</th>
<th>[71]</th>
<th>Pure</th>
<th>MCMC</th>
<th>Templ</th>
</tr>
</thead>
<tbody>
<tr>
<td>cgr1 [68]</td>
<td>0.0</td>
<td>0.0</td>
<td>0.2</td>
<td>0.1</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>cgr2 [68]</td>
<td>0.0</td>
<td>7.3</td>
<td>?</td>
<td>?</td>
<td>0.4</td>
<td>0.4</td>
<td>0.5</td>
</tr>
<tr>
<td>fig1 [68]</td>
<td>0.0</td>
<td>0.1</td>
<td>?</td>
<td>?</td>
<td>0.1</td>
<td>0.3</td>
<td>0.3</td>
</tr>
<tr>
<td>w1 [68]</td>
<td>0.0</td>
<td>0.0</td>
<td>0.2</td>
<td>0.1</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>fig3 [64]</td>
<td>0.0</td>
<td>0.0</td>
<td>0.1</td>
<td>0.1</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>fig9 [64]</td>
<td>0.0</td>
<td>0.0</td>
<td>0.2</td>
<td>0.1</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>tcs [80]</td>
<td>TO</td>
<td>1.4</td>
<td>0.5</td>
<td>0.1</td>
<td>0.7</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>ex23 [78]</td>
<td>?</td>
<td>14.2</td>
<td>?</td>
<td>?</td>
<td>TO</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>ex7 [78]</td>
<td>0.0</td>
<td>0.0</td>
<td>0.4</td>
<td>?</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>ex14 [78]</td>
<td>0.0</td>
<td>0.0</td>
<td>0.2</td>
<td>?</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>array [15]</td>
<td>0.0</td>
<td>0.3</td>
<td>0.2</td>
<td>?</td>
<td>1.0</td>
<td>0.6</td>
<td>0.9</td>
</tr>
<tr>
<td>fill1 [15]</td>
<td>0.0</td>
<td>0.0</td>
<td>0.4</td>
<td>0.1</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>ex11 [15]</td>
<td>0.0</td>
<td>0.6</td>
<td>0.2</td>
<td>0.1</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>trex1 [15]</td>
<td>0.0</td>
<td>0.0</td>
<td>0.4</td>
<td>0.1</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>monniaux</td>
<td>5.14</td>
<td>0.0</td>
<td>1.0</td>
<td>0.2</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>nested</td>
<td>0.0</td>
<td>?</td>
<td>1.0</td>
<td>0.0</td>
<td>0.1</td>
<td>0.2</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Table 5.1: Inference of numerical invariants for proving safety properties.
to make precise comparisons, but only to show that Guess-and-Check has competitive performance with other techniques. Indeed, we observe that the time measurements of the Guess-and-Check searches in Table 5.1 are competitive with previous techniques. It is also worth emphasizing that because Guess-and-Check is a stochastic technique, there is variation in the timing on repeated executions using the same input. Moreover, we have observed that it is usual for some runs to never succeed and timeout eventually. The numbers reported in this chapter are the best of ten runs. We report the fastest time, rather than another statistic such as the median, because a natural approach to using randomized search in practice is to run many searches in parallel and the first search to succeed determines the running time.

The Pure column shows the time taken by the pure random walk of Section 5.2.1. The time is the total time of all the rounds including the time for both search and validation. The naive expectation is that the unguided search of Pure would fail for most of the benchmarks. However, the pure random walk is able to find the invariants for almost all the benchmarks including the ones on which the other tools fail. Moreover, the time required is comparable to the other tools. This observation suggests that the search space of numerical invariants is amenable to randomized search. Intuitively, there are many solutions in the search space and there are many possible sequences of transitions leading from one predicate to the other.

The MCMC column shows the effect of MCMC search that is guided by the cost function. The expectation is that it should perform much better than the pure random walk. We note that this expectation does not always hold (for cgr2, fig1, and nested). The reason is that MCMC search is slower. The pure random walk makes over a million proposals per second. On the other hand, MCMC search, with its overhead of computing the cost, is roughly an order of magnitude slower. Hence, even though MCMC search requires fewer proposals to converge for all the benchmarks in Table 5.1, it can take more time than the pure random walk. In Section 5.5.2, we show that Pure does not scale to more sophisticated search spaces and the cost function is essential. Also Pure times out on ex23: the reason is the absence of a cost function that guides the search towards the expression trees required for this benchmark.

The last column, Templ, shows the time when we manually provide templates to the search. The possible choices of templates are octagons and octahedra. Again, the expectation is that template based search should perform much better than MCMC. However, the templates adversely affect the desirable property of the MCMC proposal mechanism that there should be a good mixture of moves making small and large changes to the candidates.

Over all the benchmarks and all the different randomized searches fewer than 100 data points (good, bad, and pairs) and fewer than 30 rounds are sufficient to discover the invariant. The graph in Figure 5.3 shows some of the statistics for cgr2. We do not discuss the statistics for the other benchmarks as they are all quite similar and do not add additional insight.

The results in Figure 5.3 are divided into three groups. Each group corresponds to a different
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<table>
<thead>
<tr>
<th>Program</th>
<th>Z3-H</th>
<th>Pure</th>
<th>MCMC</th>
<th>Templ</th>
</tr>
</thead>
<tbody>
<tr>
<td>term1</td>
<td>0.01</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>term2</td>
<td>TO</td>
<td>0.02</td>
<td>0.03</td>
<td>0.02</td>
</tr>
<tr>
<td>term3</td>
<td>TO</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
</tr>
<tr>
<td>term4</td>
<td>0.01</td>
<td>0.03</td>
<td>0.05</td>
<td>0.02</td>
</tr>
<tr>
<td>term5</td>
<td>0.02</td>
<td>0.05</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>term6</td>
<td>TO</td>
<td>0.03</td>
<td>0.03</td>
<td>0.05</td>
</tr>
</tbody>
</table>

Table 5.2: Inference results for non-termination benchmarks.

randomized inference engine. In each group the first bar represents the percentage of time spent in search (bottom) versus validation (top). All three approaches spend most of their time in search. The second bar shows the good states (bottom), bad states (middle), and pairs (top) as percentages of the number of data elements. The number of pairs is higher than the number of good or bad states. The third bar shows the number of proposals accepted (bottom) and rejected (top) as the percentage of total proposals. Pure accepts everything and the others reject only a small fraction of proposals.

The benchmark monniaux\(^1\) illustrates a limitation of Z3-Horn.

```plaintext
for(i=0;i<1000;i++);assert(i<=10000);
```

Intuitively, Z3-Horn is based on under-approximating strongest post-conditions and the large constant in the loop bound results in slow convergence. Empirically, for this example, the time taken by Z3-Horn appears to grow quadratically with the loop bound. On the other hand, the time taken by randomized search is independent of the size of the constants and is able to quickly find the invariant.

The benchmark nested has nested loops and cannot be handled by the implementation for simple loops described in [56]. Z3-Horn terminates on this example but instead of finding the simple invariants \(i \geq 0\) and \(0 \leq i < n \land 0 \leq j\), discovered by randomized search, it finds an existentially quantified invariant that cannot be consumed by most tools.

Since the randomized searches and Z3-Horn work with VCs, we can directly apply them to problems beyond invariant inference. Consider the problem addressed by the tool LOOPER [24]: Does a loop go into non-termination when executed with an input \(i\)? A certificate of non-termination is a recurrent set [70], a predicate that ensures the validity of the VCs in Equation 5.2. We consider the benchmarks for proving non-termination from TnT [70] and LOOPER in Table 5.2. Since these papers do not include performance results, we compare randomized search with Z3-Horn.

In Table 5.2, Z3-Horn is fast on half of the benchmarks and times out after thirty minutes on the other half. This observation suggests the sensitivity of symbolic inference engines to the search heuristics and the usefulness of Theorem 7. For half the benchmarks, the post-condition

\(^1\)http://stackoverflow.com/questions/17547132/slow-invariant-inference-with-horn-clauses-in-z3
computation of Z3-HORN diverges. Randomized search, with no such systematic strategy and an asymptotic convergence guarantee, successfully handles all the benchmarks in less than a second.

5.3 Arrays

We consider the inference of universally quantified invariants over arrays. A program state for an array manipulating program contains the values of all the numerical variables and the arrays in scope. Given an invariant, existing decision procedures are robust enough to check that it indeed is an actual invariant. But in our experience, the decision procedures generally fail to find concrete counterexamples to refute incorrect candidates. This situation is a real concern, because if our technique is to be generally applicable then it must deal with the possibility that the decision procedures might not always be able to produce counterexamples to drive the search. Fortunately, there is a solution to this problem. As outlined in Section 5.1.2, the good states, the bad states, and the pairs required for search can be obtained from program executions.

We use an approach similar to [55, 130] to generate data. Let \( \Sigma_k \) denote all states in which all numerical variables are assigned values \( \leq k \), all arrays have sizes \( \leq k \), and all elements of these arrays are also \( \leq k \). We generate all states in \( \Sigma_0 \), then \( \Sigma_1 \), and so on. To generate data, we run the loop with these states (see Section 5.1.2). To refute a candidate invariant, states from these runs are returned to the search. For our benchmarks, we did not need to enumerate beyond \( \Sigma_4 \) before an invariant was discovered. Better testing approaches are certainly possible [73].

We now define a search space of invariants to simulate the fluid updates abstraction for reasoning about arrays [45]. This abstraction is concerned with points-to relationships given by triples \( (f[u], \phi, g[v]) \), with the interpretation that \( \phi \) is satisfied when \( f[u] \) points to \( g[v] \). In [45] both may relationships \( (f[u] = g[v] \Rightarrow \phi) \) and must relationships \( (\phi \Rightarrow f[u] = g[v]) \) are used. The must relationships suffice for our benchmarks and we discuss only these here. If \( x_1, \ldots, x_n \) are the numerical variables of the program and \( f \) and \( g \) are array variables, then we are interested in array invariants of the following form:

\[
\forall u, v. T(x_1, x_2, \ldots, x_n, u, v) \Rightarrow f[u] = g[v]
\]  

(5.4)

The variables \( u \) and \( v \) are universally quantified variables and \( T \) is a numerical predicate in the quantified variables and the variables of the program. Using this template, we reduce the search for array invariants to numerical predicates \( T(x_1, x_2, \ldots, x_n, u, v) \).

The search for \( T \) proceeds as described in Section 5.2. For all our benchmarks, the search space with \( \alpha = 1 \) and \( \beta = 10 \) suffices. The only significant difference between this search and the search in Section 5.2 is in the evaluation of the cost function. Since \( T \) has quantified variables, the evaluation of the cost function is more expensive: when evaluating whether a state satisfies a candidate, each quantified variable results in a loop. When applying moves, quantified and free variables are treated identically.
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#### 5.3 Evaluation

The principal difference between the evaluation here and in Section 5.2.3 is that there is no feedback between the search and the decision procedure. We manually wrote harnesses for generating data and then produced enough data that the search discovers a numerical predicate $T$ that is an invariant of the array manipulating program. For all benchmarks, at most 150 data elements were sufficient to obtain an invariant. Just as in Section 5.2.3, we consider three variations of the search for $T$: Pure is a pure random walk, MCMC uses the cost function, and Templ restricts the inequalities in $T$ to a user supplied abstract domain.

We evaluate these randomized search algorithms on the benchmarks of [45] in Table 5.3. The VCs for these benchmarks were obtained from the repository of the competition on software verification.\(^2\)

The first column is the name of the program. We have omitted benchmarks with bugs from the original benchmark set; these bugs are triggered during data generation. The second column shows the time taken by analyzing these benchmarks using the fluid updates abstraction [45]. Using a specialized abstract domain leads to a very efficient analysis, but the scope of the analysis is limited to array manipulating programs that have invariants given by Equation 5.4.

In [19], the authors use templates to reduce the task of inferring universally quantified invariants.

---

<table>
<thead>
<tr>
<th>Program</th>
<th>[45]</th>
<th>Z3-H</th>
<th>ARMC</th>
<th>Dual</th>
<th>Pure</th>
<th>MCMC</th>
<th>Templ</th>
</tr>
</thead>
<tbody>
<tr>
<td>init</td>
<td>0.01</td>
<td>0.06</td>
<td>0.15</td>
<td>0.72</td>
<td>0.06</td>
<td>0.02</td>
<td>0.01</td>
</tr>
<tr>
<td>init-nc</td>
<td>0.02</td>
<td>0.08</td>
<td>0.48</td>
<td>6.60</td>
<td>0.05</td>
<td>0.15</td>
<td>0.02</td>
</tr>
<tr>
<td>init-p</td>
<td>0.01</td>
<td>0.03</td>
<td>0.14</td>
<td>2.60</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>init-e</td>
<td>0.04</td>
<td>TO</td>
<td>TO</td>
<td>TO</td>
<td>TO</td>
<td>TO</td>
<td>TO</td>
</tr>
<tr>
<td>2darray</td>
<td>0.04</td>
<td>0.18</td>
<td>?</td>
<td>TO</td>
<td>0.02</td>
<td>0.41</td>
<td>0.02</td>
</tr>
<tr>
<td>copy</td>
<td>0.01</td>
<td>0.04</td>
<td>0.20</td>
<td>1.40</td>
<td>0.87</td>
<td>0.80</td>
<td>0.02</td>
</tr>
<tr>
<td>copy-p</td>
<td>0.01</td>
<td>0.04</td>
<td>0.21</td>
<td>1.80</td>
<td>0.09</td>
<td>0.13</td>
<td>0.01</td>
</tr>
<tr>
<td>copy-o</td>
<td>0.04</td>
<td>TO</td>
<td>?</td>
<td>4.50</td>
<td>TO</td>
<td>TO</td>
<td>0.50</td>
</tr>
<tr>
<td>reverse</td>
<td>0.03</td>
<td>0.12</td>
<td>2.28</td>
<td>8.50</td>
<td>TO</td>
<td>3.48</td>
<td>0.03</td>
</tr>
<tr>
<td>swap</td>
<td>0.12</td>
<td>0.41</td>
<td>3.0</td>
<td>40.60</td>
<td>TO</td>
<td>TO</td>
<td>0.21</td>
</tr>
<tr>
<td>d-swap</td>
<td>0.16</td>
<td>1.37</td>
<td>4.4</td>
<td>TO</td>
<td>TO</td>
<td>TO</td>
<td>0.51</td>
</tr>
<tr>
<td>strcpy</td>
<td>0.07</td>
<td>0.05</td>
<td>0.15</td>
<td>0.62</td>
<td>0.01</td>
<td>0.02</td>
<td>0.01</td>
</tr>
<tr>
<td>strlen</td>
<td>0.02</td>
<td>0.07</td>
<td>0.02</td>
<td>0.20</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>memcpy</td>
<td>0.04</td>
<td>0.20</td>
<td>16.30</td>
<td>0.20</td>
<td>0.02</td>
<td>0.03</td>
<td>0.01</td>
</tr>
<tr>
<td>find</td>
<td>0.02</td>
<td>0.01</td>
<td>0.08</td>
<td>0.38</td>
<td>2.23</td>
<td>0.30</td>
<td>0.02</td>
</tr>
<tr>
<td>find-n</td>
<td>0.02</td>
<td>0.01</td>
<td>0.08</td>
<td>0.39</td>
<td>0.07</td>
<td>0.95</td>
<td>0.01</td>
</tr>
<tr>
<td>append</td>
<td>0.02</td>
<td>0.04</td>
<td>1.76</td>
<td>1.50</td>
<td>TO</td>
<td>TO</td>
<td>0.12</td>
</tr>
<tr>
<td>merge</td>
<td>0.09</td>
<td>0.04</td>
<td>?</td>
<td>1.50</td>
<td>TO</td>
<td>TO</td>
<td>0.41</td>
</tr>
<tr>
<td>alloc-f</td>
<td>0.02</td>
<td>0.02</td>
<td>0.09</td>
<td>0.69</td>
<td>0.07</td>
<td>0.10</td>
<td>0.01</td>
</tr>
<tr>
<td>alloc-nf</td>
<td>0.03</td>
<td>0.03</td>
<td>0.13</td>
<td>0.42</td>
<td>0.49</td>
<td>0.14</td>
<td>0.07</td>
</tr>
</tbody>
</table>

Table 5.3: Inference results for array manipulating programs

\(^2\)https://svn.sosy-lab.org/software/sv-benchmarks/trunk/clauses/QALIA/
for array manipulating programs to numerical invariants and show results using three different back-ends: Z3-HORN [74], ARMC [62], and DUALITY [100]. These are reproduced verbatim as columns Z3-H, ARMC, and Dual of Table 5.3. Details about these columns can be found in the original text [19]. Note that the benchmark init-e requires a divisibility constraint that none of these back-ends or our search algorithms currently support.

The next three columns describe our randomized searches. The time measurements are the total time to search (with sufficient data) and validate an invariant. We observe that Pure times out on several benchmarks, which suggests that these problems are harder than those for numerical invariants. Moreover, whenever the pure random search times out, both ARMC and DUALITY take more than a second. Hence, there seems to be some correlation between which verification tasks are difficult for different techniques. Another factor that adversely affects the randomized searches is that, due to the quantified variables, the evaluation of the cost function is slower than the evaluation of the cost function for numerical candidates.

The surprising result is that Pure still terminates quickly on the majority of the benchmarks. The next column shows that MCMC also times out on several benchmarks (these are a subset of benchmarks on which Pure times out). For these benchmarks, as shown by the last column, just specifying the abstract domain in which the linear inequalities in the invariant belong suffices to make the search terminate in under a second. Moreover, Templ is faster than both ARMC and DUALITY on all the benchmarks of Table 5.3. These results suggest that randomized search is a suitable technique for inference of universally quantified invariants over arrays and can generate results competitive with state-of-the-art symbolic inference techniques.

5.4 Strings

Consider the string manipulating program of Figure 5.4 that computes the string \((a)^i\). To validate its assertions, the invariants must express facts about the contents of strings, integers, and lengths of strings; we are unaware of any previous inference technique that can infer such invariants. The string operations such as length (compute the length of a string), indexof (find the position of a string in another string), substr (extract a substring between given indices), etc., intermix integers and strings and pose a challenge for invariant inference. However, the decision procedure Z3-STR [153] can decide

```plaintext
i := 0; x := "a";
while(non_det()){ i++; x := "(" + x + ")"; }
assert( x.length == 2*i+1 );
if(i>0) assert( x.contains( "(a)" ) );
```

Figure 5.4: A program that intermixes strings and integers.
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<table>
<thead>
<tr>
<th></th>
<th>Figure 5.4</th>
<th>replace</th>
<th>index</th>
<th>substring</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pure</td>
<td>342.6</td>
<td>0.01</td>
<td>0.06</td>
<td>0.5</td>
</tr>
<tr>
<td>MCMC</td>
<td>0.8</td>
<td>0.02</td>
<td>0.06</td>
<td>0.05</td>
</tr>
<tr>
<td>Z3-STR</td>
<td>0.03</td>
<td>TO</td>
<td>114.6</td>
<td>0.01</td>
</tr>
</tbody>
</table>

Table 5.4: Inference results for string manipulating programs. The time taken (in seconds) by pure random search, by MCMC search, and by Z3-STR (for proving the correctness of the invariants) are shown.

...formulas over strings and integers. We use GUESS-AND-CHECK to construct an invariant inference procedure from Z3-STR.

A program state contains the values of all the numerical and the string variables. The search space \( S \) consists of boolean combinations of predicates that belong to a given bag \( P \) of predicates:

\[
\bigvee_{j=1}^{\alpha} \left( \bigwedge_{k=1}^{\beta} P^j_k \right)
\]

where \( P^j_k \in P \). The bag \( P \) is constructed using the constants and the predicates occurring in the program. We set \( \alpha = 5, \beta = 10 \), and for Figure 5.4, \( P \) has predicates \( x \).contains\((y)\), \( y_1 = y_2 \), \( w_1 i + w_2 x.\text{length} + w_3 \leq 0 \) where \( y \in \{x, \"a\", \"(\", \")\", \"(a)\"\} \) and \( w \in [-2:2] \). A move replaces a randomly selected \( P^j_k \) with a randomly selected predicate from \( P \). The current counterexample generation capabilities of Z3-STR are unreliable and we generate data using the process explained in Section 5.3. (At most 25 data elements were sufficient to obtain an invariant.) For Figure 5.4, randomized search discovers the following invariant and discharges the assertions:

\[
(x = \"a\" \land i = 0) \lor (x.\text{contains}(\"(a)\") \land x.\text{length} = 2i + 1)
\]

Due to the absence of an existing benchmark suite for string-manipulating programs, our evaluation is limited to a few handwritten examples shown in Table 5.4. The program replace uses replace (replace the first occurrence of a string with another) in addition to the string operations present in Figure 5.4. This program checks that repeatedly replacing "a" by "aa" in a loop increases the length by the number of loop iterations. For this program Z3-STR times out in validating the candidate invariant. We confirmed that the candidate is an invariant manually. The program index uses indexof in addition to the string operations in replace. This program replaces all occurrences of one string by another and checks the relationship between the length of the output string and the number of iterations. Finally, substring uses substr and in this benchmark we prove that a loop which constructs an http request does not modify the domain name.

An alternative to GUESS-AND-CHECK for proving these examples requires designing a new abstract interpretation [36, 37], which entails designing an abstract domain that incorporates both strings and integers, an abstraction function, a widening operator, and abstract transfer functions that are precise enough to find disjunctive invariants like the one shown above. Such an alternative requires significantly greater effort than instantiating GUESS-AND-CHECK. In our implementation, both the proposal mechanism and the eval function, required to instantiate GUESS-AND-CHECK, are
under 50 lines of C++ each.

5.5 Relations

In this section we define a proposal mechanism to find invariants over relations. We are given a program with variables $x_1, x_2, \ldots, x_n$ and some relations $R_1, R_2, \ldots, R_m$. A program state is an evaluation of these variables and these relations. For example, consider the program state $i = 1, j = 2, pts = \{(1, 2), (2, 1)\}, eq = \{(1, 1), (2, 2)\}$ where $pts$ is the points-to relation and $eq$ is the equality relation. In this state $i$ and $j$ point to two heap cells that form a circularly linked list. The invariants are composed of variables and such relations. The search space consists of predicates $F$ given by the following grammar:

$$
\begin{align*}
\text{Predicate } F &::= \land_{i=1}^\theta F_i \\
\text{Formula } F^i &::= \land_{j=1}^\delta G^i_j \\
\text{Subformula } G^i_j &::= \forall u_1, u_2, \ldots, u_i.T \\
\text{QF Predicate } T &::= \lor_{k=1}^\alpha \land_{l=1}^\beta L^k_l \\
\text{Literal } L &::= A | \neg A \\
\text{Atom } A &::= R(V_1, \ldots, V_a) \quad a = \text{arity}(R) \\
\text{Argument } V &::= x | u | \kappa
\end{align*}
$$

A predicate in the search space is a conjunction of formulas $F_i$. The subscript of $F_i$ denotes the number of quantified variables in its subformulas. A subformula is a quantified predicate with its quantifier free part $T$ expressed in DNF. Each atomic proposition of this DNF formula is a relation whose arguments can be a variable of the program ($x$), a quantified variable ($u$), or some constant ($\kappa$) like null. We focus our attention on universally quantified predicates. Predicates with existential quantifiers and arbitrary alternations can also be incorporated easily in the search, but validating such candidates is much harder [138]. The variables in scope of a relation in a predicate are the program variables and the quantified variables in the associated subformulas.

Next we define the moves of our proposal mechanism. We select a move uniformly at random from the list below and apply it to the current candidate $C$. As usual, we write “at random” to mean “uniformly at random”.

1. Variable move: Select an atom of $C$ at random. Next, select one of the arguments and replace it with an argument selected at random from the variables in scope and the constants.

2. Relation move: Select an atom of $C$ at random and replace its relation with a relation selected at random from the set of relations of the same arity. The arguments are unaffected.

3. Atom move: Select an atom of $C$ at random and replace its relation with a relation selected at random from all available relations. Perform variable moves to fill the arguments of the new
4. Flip polarity: Negate a literal selected at random from the literals of $C$.

5. Literal move: Perform an atom move and flip polarity.

These moves are ergodic: using atom moves and flipping polarity it is possible to transform any candidate $C_1$ into any other candidate $C_2$. Moreover, these moves are symmetric and hence the proposal mechanism satisfies symmetry.

Next, we evaluate the MCMC algorithm in Figure 5.1 with this proposal mechanism and the cost function of Equation 5.3. We also evaluate a pure variation in which all moves are accepted. We do not evaluate a “template” variation as the relations can be seen as templates and it is unclear what additional template restrictions could be added.

5.5.1 Lists

We use the relational proposal mechanism to prove functional properties of linked list manipulating programs. The heap is composed of cells and each cell either contains null or the address of another cell. The reachability relation $n^*(i,j)$ holds if the cell pointed to by $j$ can be reached from $i$ using zero or more pointer dereferences. While writing post-conditions to express functional properties, it is useful to talk about the reachability relation that holds before the program begins execution. We denote this binary relation by $\neg n^*$. Using these relations, the predicates in our search space are universally quantified formulas over these reachability relations for linked list manipulating programs.

A recently published decision procedure is complete for such candidates via a reduction of such formulas to boolean satisfiability [76]. It takes a program annotated with invariants as input and checks the assertions. We use this decision procedure as our validator and randomized search to find invariants for some standard singly linked list manipulating programs. The evaluation of [76] shows that it can handle relations and hence can validate a variety of programs that have been hand-annotated with invariants. During our evaluation of various verification tasks, we observed that such decision procedures for advanced logics are not able to accept all formulas in their input language. Hence, sometimes we must perform some equality-preserving simplifications on the candidate invariants our search discovers. Currently we perform this step manually when necessary, but the simplifications could be automated.

5.5.2 Evaluation

For defining the search space using Equation 5.5 we set $\alpha = \beta = \delta = 5$ and $\theta = 2$, which is sufficient to express the invariants for all of our benchmarks. Our evaluation results on the benchmarks of [76] are in Table 5.5. The first column lists the programs, all of which perform basic manipulations of singly linked lists. The program delete removes a specific element of the list, deleteall deletes
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Table 5.5: Inference results for list manipulating programs.

<table>
<thead>
<tr>
<th>Program</th>
<th>#G</th>
<th>#R</th>
<th>Search</th>
<th>Valid</th>
<th>Proposed</th>
<th>Accepted</th>
<th>[77]</th>
</tr>
</thead>
<tbody>
<tr>
<td>delete</td>
<td>50</td>
<td>2</td>
<td>0.20</td>
<td>0.04</td>
<td>4437</td>
<td>3949</td>
<td>9.32</td>
</tr>
<tr>
<td>delete-all</td>
<td>20</td>
<td>7</td>
<td>1.03</td>
<td>0.13</td>
<td>8482</td>
<td>7225</td>
<td>37.35</td>
</tr>
<tr>
<td>filter</td>
<td>50</td>
<td>26</td>
<td>10.41</td>
<td>0.11</td>
<td>160489</td>
<td>126389</td>
<td>55.53</td>
</tr>
<tr>
<td>last</td>
<td>50</td>
<td>3</td>
<td>0.90</td>
<td>0.04</td>
<td>98064</td>
<td>87446</td>
<td>7.49</td>
</tr>
<tr>
<td>reverse</td>
<td>20</td>
<td>54</td>
<td>55.11</td>
<td>0.08</td>
<td>582665</td>
<td>484208</td>
<td>146.42</td>
</tr>
</tbody>
</table>

Table 5.5: Inference results for list manipulating programs.

all the elements, filter deletes some specific elements if present in the list, last returns the last
element of the list, and reverse is in-place reversal. The invariants for these programs are subtle
and easy to get wrong.

Since these invariants are complex, pure random walk times out on all of these benchmarks.
Hence, we show the results for only the MCMC search. Recall from Section 5.1.2 that it is easy
to obtain good states: just run the program and collect the reachable states. However, it is more
difficult to obtain bad states. We run our benchmarks on lists of length up to five to generate an
initial set of good states, the size of which is shown in the column G. Starting from a non-empty
set of good states results in faster convergence than starting from an empty set. Next, we start our
search with zero bad states and zero pairs and generate candidate invariants. If the candidate is not
an invariant we get a counterexample, which is added to the data (see discussion in Section 5.5.1).
The number of rounds for the search to converge to an invariant is shown in the column R. The
next four columns show the statistics of the last (and also the most expensive) round, the one that
produces an invariant. The column Search shows the time taken by the search to infer an invariant.
The column Valid shows the time taken by the validator to validate the invariant discovered by
the search. The next two columns show the number of proposals made (Proposed) and the number
of proposals accepted (Accepted) by the search. Observe that the search converges in less than a
million proposals for all the benchmarks.

On comparing these results with those for array invariants, we note that the time taken by the
search is higher. However, with arrays we were able to execute many more proposals per second.
The maximum number of proposals for the results in Table 5.3 are about seven hundred thousand
(MCMC for reverse) which is more than the number of proposals for any benchmarks in Table 5.5.
Note that shape analyses like TVLA [122] can also handle the benchmarks in Table 5.5 within
seconds. The last column of Table 5.5 is a recent invariant inference engine for lists that also uses
the decision procedure of [76]. However, due to the intermediate manual steps in our evaluation, we
cannot perform a direct comparison.

On analyzing the invariants discovered by the search, we observe that they are different from the
invariants in the manually annotated benchmarks of [76]. Consider the benchmark reverse. The
variable h is the head of the initial list, i is the head of the remaining list to be reversed, and j is
the head of the reversed list. The pre-condition is that the heap contains only the linked list and nothing else. The program is as follows:

\[ i = h; j = \text{null}; \text{while} \ (i \neq \text{null}) \ \{ \ k = *i; \ *i = j; \ j = i; \ i = k; \} \]

For reverse the search discovers the following invariant:

\[ \forall u (u \neq \text{null} \Rightarrow (n^*(i, u) \lor n^*(j, u))) \]
\[ \forall u, v (n^*(u, v) \Rightarrow (\neg n^*(i, u) \land n^*(v, u) \lor n^*(u, v) \land \neg n^*(u, j))) \]

The decision procedure of [76] is able to validate this invariant and uses it to show that reverse correctly reverses a linked list. Note that this invariant is more succinct and difficult to comprehend than the invariant written by hand in [76]:

\[ \forall u (u \neq \text{null} \Rightarrow (n^*(i, u) \Leftrightarrow \neg n^*(j, u))) \]
\[ \forall u, v (n^*(i, u) \Rightarrow (n^*(u, v) \Leftrightarrow n^*(u, v))) \]
\[ \forall u, v (n^*(j, u) \Rightarrow (n^*(u, v) \Leftrightarrow n^*(v, u))) \]

This easier to understand invariant says that every node is either in the partially reversed list or the to be reversed list. In the to be reversed list, the reachability relation is unchanged and in the partially reversed list the reachability relation is reverse of the initial.

Since the decision procedure of [76] is complete, it is able to consume and verify any unusual invariants that the search produces. Generally the decision procedures for more advanced data structures are not so robust that they can consume arbitrary candidates. Often, one needs to write the invariants with care and might even need to provide additional axioms or lemmas to verify more advanced data structure manipulating programs [116]. Once the state of the art of these decision procedures improve, we can apply randomized search for these programs too. We do not need a complete decision procedure as we can generate data by running the programs, just as we do for arrays and strings. But the decision procedure should be robust enough to handle arbitrary candidate invariants automatically.

### 5.6 Related Work

The goal of this chapter is a framework to obtain inference engines from decision procedures. GUESS-AND-CHECK is parametrized by the language of possible invariants. This characteristic is similar to TVLA [122], which is a parametric shape analysis. TVLA requires specialized heuristics (focus, coerce, etc.) to maintain precision. We do not require these heuristics and this generality aids us in obtaining inference procedures for verification tasks beyond shape analysis. GUESS-AND-CHECK is a template-based analysis that does not use decision procedures to instantiate the templates and limits their use to checking an annotated program. We do not rely on decision procedures to compute a
predicate cover [69], or for fixpoint iterations [54, 137], or on Farkas’ lemma [17, 35, 68, 71]. Hence, 
\textsc{Guess-and-Check} is applicable to various decision procedures, including the incomplete procedures
(Section 5.3 and Section 5.4).

Most techniques for invariant inference are symbolic analyses that trade generality for effective
techniques in specific domains [16, 26, 47, 71, 77, 84]. We are not aware of any symbolic inference
technique that has been successfully demonstrated to infer invariants for the various types of pro-
grams that we consider (numeric, array, string, and list). We have shown that invariant search using
concrete data and general search procedures such as Metropolis Hastings has the potential to be a
general solution to obtain inference procedures from checking procedures. We discuss the related
techniques that learn invariants from concrete data and compare them with randomized search.

Concrete states can help maintain precision by aiding the computation of the best abstract trans-
formers [118]. However, this approach suffers from irrecoverable imprecision as it relies on widening
heuristics for termination. In contrast, randomized search can always recover from excessive under
or over approximations, but only provides an asymptotic guarantee of termination if an invariant
exists. The inference algorithm for numerical invariants described in [56] uses decision procedures
to search for candidate invariants. It is not clear whether decision procedures can effectively search
for good candidates that satisfy data over quantified domains. There are several automata-based
approaches for learning invariants [33, 55, 56]. It is unclear whether automata can express numerical
invariants. Domain-specific search procedures like these seem unsuitable for a general framework for
obtaining inference procedures from checking procedures.

Algorithmic learning [83, 88] based approaches also iteratively invoke search and validate phases.
They use a CDNF learning algorithm that requires membership queries (is a conjunction of atomic
predicates contained in the invariant) and equivalence queries (is the candidate an invariant). Since
the invariant is unknown, the membership queries are resolved heuristically. In contrast, \textsc{Guess-
and-Check} does not require membership queries. Other techniques that use concrete data to guide
verification include [4, 64, 67, 104].

We are unaware of the any previous work that uses Metropolis Hastings sampler for invariant
inference. In a related work, [66] uses Gibbs sampling for inference of numerical invariants. However,
the inference works directly on the program (it computes pre-conditions and post-conditions) as
opposed to concrete data. Handling programs with pointers and arrays is left as an open problem
by [66].

We use efficiency to guide the choice of parameters for randomized search. E.g., in our evalua-
tions, we set $\gamma$ in Figure 5.1 to $\log_2 2$. Systematic approaches described in [132] can also be used
for setting such parameters.

MCMC based search has been found to be useful in superoptimization [126], where the goal is to
infer an assembly program that satisfies some concrete input/output examples. MCMC search has
also been used in program testing to achieve better coverage [123]. A randomized scheduler is used
to find concurrency bugs in [23].
Chapter 6

Conclusion

In this thesis, we have discussed loop invariant inference techniques that combine static analysis and machine learning. We break down the problem of invariant inference into two phases. In the guess phase, the loop is executed on a few inputs and the observed program states are logged. These logs constitute our data. Subsequently, a learner guesses a candidate invariant from the data. In the check phase, a static analysis proves whether the candidate invariant is an actual invariant or not. In the former case, the inference succeeds. In the latter case, we repeat the process with additional data.

This Guess-and-Check approach helps us achieve new results. Chapter 2 describes a sound and relatively complete algorithm for inference of algebraic invariants that finds correct invariants (if the SMT solver can answer all queries correctly) and the inferred invariant is the best possible in the given class. In contrast, all previous tools for inferring algebraic equality invariants unsoundly approximate integral program variables by real-valued variables. Chapter 3 describes DDEC, the first equivalence checker for x86. The key idea that makes DDEC effective in practice, and even simply feasible to build, is that the process of guessing a simulation relation is constructed not via static code analyses, but by using data collected from tests. Chapter 4 presents the first invariant inference technique that does not place any ad-hoc restriction on the number of disjunctions while also guaranteeing that invariants are of bounded size. Naive approaches tend to generate a very large or even an unbounded number of disjunctions, leading to non-terminating analyses. Therefore, to ensure tractability, all previous analyses use a user-provided or an ad-hoc bound on the number of disjunctions. Chapter 5 presents an approach to infer arbitrary invariants. Instantiating the Guess-and-Check approach with MCMC samplers as learners and suitable SMT solvers yields inference engines for many classes, including those for which invariant inference techniques were previously unknown.

A common theme of these chapters is the observation that the decomposition of invariant inference into two phases substantially simplifies the architecture of a verifier and leads to simpler
implementations. The learners are just data crunching algorithms that are easy to implement. For checking, we use off-the-shelf SMT solvers and take advantage of recent advances in automatic theorem proving.

Although this thesis focuses on loop invariants, it is possible to leverage the data-driven techniques for many other inference tasks. For example, consider the problem of program termination. Termination proofs are based on inferring variants or ranking functions. We have used data to infer ranking functions in [110]. Data has also assisted us in proving race freedom and deadlock freedom of aggressively optimized GPU programs [128]. We explored connections between program analyses and statistical machine learning in [132], and these connections helped significantly improve the performance of an industrial strength device-driver verifier. We believe that data-driven techniques can significantly enhance the state of the art in many other verification tasks.

Since data-driven techniques are very different from the symbolic techniques routinely used in verification, the Guess-and-Check based inference engines have different strengths and weaknesses compared to traditional static analyses. Intuitively, a purely static analysis is governed by a proof goal and tries to infer logic formulas that would help the proof go through. In contrast, the learner observes concrete states and mines patterns that are apparent in the data and produces them as candidate invariants. The learners studied in machine learning are often guided by Occam’s razor and aim to generate the simplest hypotheses that explain the data. A Guess-and-Check approach succeeds if the simple patterns are sufficient for the proof. Since programmers/compilers reason about the correctness of the code they generate, in many cases, the invariants are indeed simple and the candidates guessed via learning are useful. However, some verification tasks can require invariants that are larger than the programs themselves and a purely static analysis can perform better than Guess-and-Check for such cases.

There are several domains where the data-driven techniques described in this thesis are currently inapplicable, such as verification of models or abstract specifications. Such models are usually not executable, and data generation fails. In verification using interactive theorem provers, it is typical to construct a proof and an implementation together. Therefore, unless the proof has been completed, an executable program is not available, and data cannot be generated. Rich symbolic techniques for data generation can help alleviate some of these concerns. Finally, the invariants considered in this thesis can be inferred by simple learners and consumed by SMT solvers. More expressive invariants pose a challenge for both the existing learners and the existing checkers; these would require new techniques beyond this thesis.
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